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Quantum Physics

Gravity Physics

Ex:  AdS/CFT Correspondence

Holographic Duality

Strongly  
Coupled

Perturbation 
Theory (X)
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As of 2025

AdS/CFT



Entanglement	Entropy

String	Theory,		SUSY

Evidence of AdS/CFTNo	Proof	Yet

Quantum Entanglement

• Measure of entanglement

• Explicit example of AdS/CFT

• Quantum nature of gravity

• SYM theory in (3+1) dimensions IIB supergravity on
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AdS3 ⇥ S3 ⇥M4

11d supergravity on

IIB supergravity on

• ABJM theory in (2+1) dimensions

• SCFT theory in (1+1) dimensions



Ryu-Takayanagi Formula

(Quantum) entanglement entropy  
= Area of extremal surface

Shinsei Ryu Tadashi Takayanagi

“New perspective of the nature of gravity”Quantum Gravity

Renyi entropy
Reflected entropy
Krylov complexity

AdS/QI

…
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SA =
Area(�A)

4GN



Gravity Theory

Describing gravitational systems  
(e.g., Black Holes)

- Study strongly interacting physics (practical physics)
- Study quantum gravity in AdS (fundamental physics)

Applied Holography

Describing strongly interacting  
quantum systems

Quantum Physics

Perturbation Theory (X)



- Holography has generated a new insights and perspective on many-body physics problem
- Holography has prompted efforts from field theory, hydrodynamics and even experiments

e.g,	anomalous	transport	phenomena

Strongly Interacting 
Quark-Gluon Plasma

High-Tc Superconductors

Holographic Methods for Many-Body Physics
AdS/QCD

AdS/CMT



Holography

T-linear	ResisDvity



EX 1:  Quark-Gluon Plasma

- Viscosity of Quark-Gluon Plasma

Experiment:

AdS/QCD Theory:

Perturbative Theory:
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⌘/s = 1/(4⇡)
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(Insights into the early universe / heavy-ion collisions) 

BH

Fluctuation

AdS/QCD
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⌘/s ⇡ 0.19



- New perspective of high-Tc superconductivity 

EX 2:  Superconductors

- Energy gap

- Spontaneous condensation,  infinite conductivities, … 

(Weakly-coupled BCS Theory)

(Holographic Superconductors)

(High-Tc Cuprate Superconductors)Experiment:

AdS/CMT Theory:

BCS Theory:
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AdS/CMT
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AdS/Deep Learning



GRAVITY
Forward Problem

Forward Holography

System/Model Observables
(Unknown) (Exp. accessible)

Model Space Data Space

To model realistic systems

QUANTUM

(Standard Method)

Data (fitted by some model)



GRAVITY
Forward Problem

Inverse Holography

Data (fitted by some model)

System/Model Observables
(Unknown) (Exp. accessible)

Model Space Data Space

To model realistic systems

QUANTUM

Inverse Problem

Data-driven methods

Models (constrained by data)

New Predictions

Data



Scientific Machine Learning (SciML)

Machine Learning Scientific Knowledge

Scientific Machine Learning

More powerful, robust, interpretable ML modeling

Data-driven methods



Scientific Machine Learning

Physics-Informed Machine Learning

vs.  purely data-driven approach

(+ Physics laws & equations into the learning process)

Physics-Informed  
Neural Networks

Neural Ordinary 
Differential Equations 

PDE / ODE

PINNs

ODE

Neural ODEs

Sub-field

Terminology



Useful References

Physics

Many-Body	Physics

PIML

String	Theory

Broad Applicability 
of SciML

Particle physics

Cosmology

Many-body physics

Quantum computing

…
String theory



Bulk Reconstruction

Quantum Gravity

New Prediction

Strongly Coupled Physics

Modeling Realistic Systems

GRAVITY

System/Model
(Unknown)

Model Space

Observables
(Exp. accessible)

Data Space

QUANTUM

My Interests..

PINNs
Neural ODEs

Holography



AdS/DL Correspondence



AdS/QCD

Lattice QCD

Meson spectrum

Chiral condensate Shear viscosity

Optical conductivity

Superconductivity

AdS/CMT AdS/QI

Observables

T-linear resistivity

Entanglement entropy

Wedge Cross Section

QCD Equations of State

MANY MORE …



AdS/QCD

Lattice QCD

Meson spectrum

Chiral condensate Shear viscosity

Optical conductivity

Superconductivity

AdS/CMT AdS/QI

Observables

Entanglement entropy

Wedge Cross Section

QCD Equations of State

MANY MORE …

T-linear resistivity



Consistency

New Solutions

My Personal Goals (Almost Dream, lol)

Robustness

Predictions

Can it find new solutions 
not transparent in traditional methods?

How to construct models 
that are both robust and accurate for data?

What new insights and predictions
could ML provide?

Can ML be a consistent methods?
(complement with traditional methods)

Methodologies

Data



OUTLINE

1

2

3

Methodology

Conclusion

Handful Examples
: AdS/QCD, CMT, QI

: Physics-Informed Neural Networks (PINNs)



Methodology

: Physics-Informed Neural Networks (PINNs)



Neural Networks

“For foundational discoveries and inventions that enable 
machine learning with artificial neural networks”



Neural Networks

Neural networks are simply flexible functions fit to data
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✓

Training 
parameters

Given data, tune the parameter 

the network approximates the true function
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NN(x, ) ⇡ ytrue(x)
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y = NN(x, )

<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓



Perceptron

Perceptron is the fundamental unit of a neural network

<latexit sha1_base64="NCzvAndH9RSYcn2ipiE52W3+Z5Q=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8hV0xqLegF48JmAckS5id9CZjZh/MzIoh5Au8eFDEq5/kzb9xdrOIGgsaiqpuuru8WHClbfvTWlpeWV1bL2wUN7e2d3ZLe/stFSWSYZNFIpIdjyoUPMSm5lpgJ5ZIA09g2xtfp377HqXiUXirJzG6AR2G3OeMaiM1Hvqlsl2xM5BF4uSkDDnq/dJHbxCxJMBQM0GV6jp2rN0plZozgbNiL1EYUzamQ+waGtIAlTvNDp2RY6MMiB9JU6EmmfpzYkoDpSaBZzoDqkfqr5eK/3ndRPsX7pSHcaIxZPNFfiKIjkj6NRlwiUyLiSGUSW5uJWxEJWXaZFPMQrhMUf1+eZG0TitOtWI3zsq1qzyOAhzCEZyAA+dQgxuoQxMYIDzCM7xYd9aT9Wq9zVuXrHzmAH7Bev8C/j+NMQ==</latexit>x
<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓

Training 
parameters

<latexit sha1_base64="uO2OJ8gLVnM24/h9TXvEdXe/yIY=">AAACAHicbVDJSgNBEO2JW4xb1IMHL02CEFHCjBDUgxD04ilEMAtkQujpdJImPYvdNZJhyMVv8A+8eFDEq5/hLX9jZ0HU+KDg8V4VVfWcQHAFpjkyEguLS8srydXU2vrG5lZ6e6eq/FBSVqG+8GXdIYoJ7rEKcBCsHkhGXEewmtO/Gvu1eyYV971biALWdEnX4x1OCWipld6L8AW2gQ0gLpWGucExtu9C0j5spbNm3pwAzxNrRrLFjH30OCpG5Vb60277NHSZB1QQpRqWGUAzJhI4FWyYskPFAkL7pMsamnrEZaoZTx4Y4gOttHHHl7o8wBP150RMXKUi19GdLoGe+uuNxf+8Rgids2bMvSAE5tHpok4oMPh4nAZuc8koiEgTQiXXt2LaI5JQ0JmlJiGcj1H4fnmeVE/yViFv3ug0LtEUSbSPMiiHLHSKiugalVEFUTRET+gFvRoPxrPxZrxPWxPGbGYX/YLx8QUpAZiY</latexit>

y = NN(x, )

Input

<latexit sha1_base64="uIFD4gVFM4qH4ovTAdSvIDiWd14=">AAAB6nicbVDLSsNAFL3xWeurKrhxM1gEVyURirordeOyRfuANpTJdNIOnUzCzEQsoZ/gxoUibt36F36BOzd+i5O0iFoPXDiccy/33uNFnClt2x/WwuLS8spqbi2/vrG5tV3Y2W2qMJaENkjIQ9n2sKKcCdrQTHPajiTFgcdpyxtdpH7rhkrFQnGtxxF1AzwQzGcEayNd3facXqFol+wMaJ44M1Ks7Nc/2Wv1rdYrvHf7IYkDKjThWKmOY0faTbDUjHA6yXdjRSNMRnhAO4YKHFDlJtmpE3RklD7yQ2lKaJSpPycSHCg1DjzTGWA9VH+9VPzP68TaP3MTJqJYU0Gmi/yYIx2i9G/UZ5ISzceGYCKZuRWRIZaYaJNOPgvhPEX5++V50jwpOeWSXTdpVGGKHBzAIRyDA6dQgUuoQQMIDOAOHuDR4ta99WQ9T1sXrNnMHvyC9fIFAl6Rcg==</latexit>x1

<latexit sha1_base64="9OXBAC0kPbwEKEOdZt/dlayGPoA=">AAAB6nicbVDLSgNBEOyNrxhfUcGLl8EgeAqbQFBvIV48JmgekCxhdjKbDJmdXWZmxbDkE7x4UMSrV//CL/DmxW9xdhNEjQUNRVU33V1uyJnStv1hZZaWV1bXsuu5jc2t7Z387l5LBZEktEkCHsiOixXlTNCmZprTTigp9l1O2+74IvHbN1QqFohrPQmp4+OhYB4jWBvp6rZf7ucLdtFOgRZJaU4K1YPGJ3utvdX7+ffeICCRT4UmHCvVLdmhdmIsNSOcTnO9SNEQkzEe0q6hAvtUOXF66hQdG2WAvECaEhql6s+JGPtKTXzXdPpYj9RfLxH/87qR9s6cmIkw0lSQ2SIv4kgHKPkbDZikRPOJIZhIZm5FZIQlJtqkk0tDOE9Q+X55kbTKxVKlaDdMGjWYIQuHcAQnUIJTqMIl1KEJBIZwBw/waHHr3nqynmetGWs+sw+/YL18AQPikXM=</latexit>x2

<latexit sha1_base64="fzgbPg9JITHHh52c+oKr1aimu3o=">AAAB6nicbVDLSgNBEOyNrxhfUcGLl8EgeAobJai3EC8eEzQPSJYwO5lNhszOLjOzYljyCV48KOLVq3/hF3jz4rc4uwmixoKGoqqb7i435Exp2/6wMguLS8sr2dXc2vrG5lZ+e6epgkgS2iABD2TbxYpyJmhDM81pO5QU+y6nLXd0kfitGyoVC8S1HofU8fFAMI8RrI10dds76eULdtFOgeZJaUYKlb36J3utvtV6+fduPyCRT4UmHCvVKdmhdmIsNSOcTnLdSNEQkxEe0I6hAvtUOXF66gQdGqWPvECaEhql6s+JGPtKjX3XdPpYD9VfLxH/8zqR9s6cmIkw0lSQ6SIv4kgHKPkb9ZmkRPOxIZhIZm5FZIglJtqkk0tDOE9Q/n55njSPi6Vy0a6bNKowRRb24QCOoASnUIFLqEEDCAzgDh7g0eLWvfVkPU9bM9ZsZhd+wXr5AgVmkXQ=</latexit>x3 Output

<latexit sha1_base64="mE52qRgtKXcoIqm2eNNjaVraVA4=">AAACAnicbVDLSgMxFM3UV62vUVfiJlgEQSkzQlF3RRe6rGAf0BmGTJppQ5OZIcmoZSxu/BU3XSji1q9w59+YmRbxdSC5h3PuJbnHjxmVyrI+jMLM7Nz8QnGxtLS8srpmrm80ZZQITBo4YpFo+0gSRkPSUFQx0o4FQdxnpOUPzjK/dU2EpFF4pYYxcTnqhTSgGCkteeaWIxPupXQEnYMbj+ob3uqyD33PLFsVKwf8S+wpKdfO4djx7np1z3x3uhFOOAkVZkjKjm3Fyk2RUBQzMio5iSQxwgPUIx1NQ8SJdNN8hRHc1UoXBpHQJ1QwV79PpIhLOeS+7uRI9eVvLxP/8zqJCo7dlIZxokiIJw8FCYMqglkesEsFwYoNNUFYUP1XiPtIIKx0aqU8hJMM1a+V/5LmYcWuVqxLncYpmKAItsEO2AM2OAI1cAHqoAEwuAeP4Ak8Gw/G2HgxXietBWM6swl+wHj7BPssmPI=</latexit>X

i

wi xi + b

<latexit sha1_base64="DPP0VAbSUYSDkqnWPuYzIHpen7I=">AAAB6HicbVDLSsNAFL2pr1pfVZeKDBbBVUmEou6Kbly2YB/QhjKZTtqxk0mYmQgldOnKjQtF3PoV/Q53foM/4SQt4uvAhcM593LvPV7EmdK2/W7lFhaXllfyq4W19Y3NreL2TlOFsSS0QUIeyraHFeVM0IZmmtN2JCkOPE5b3ugy9Vu3VCoWims9jqgb4IFgPiNYG6nu94olu2xnQH+JMyel6v60/nF3MK31im/dfkjigApNOFaq49iRdhMsNSOcTgrdWNEIkxEe0I6hAgdUuUl26AQdGaWP/FCaEhpl6veJBAdKjQPPdAZYD9VvLxX/8zqx9s/chIko1lSQ2SI/5kiHKP0a9ZmkRPOxIZhIZm5FZIglJtpkU8hCOE9R+Xr5L2melJ1K2a6bNC5ghjzswSEcgwOnUIUrqEEDCFC4h0d4sm6sB+vZepm15qz5zC78gPX6Cc/2kMY=</latexit>

f

Activation function 
(Threshold)

<latexit sha1_base64="pLhUp5q5yqVJUqbAXEmRxe7Sjck=">AAAB6nicbVDLSsNAFJ34rPVVFdy4GSyCq5Ck9uGu1I3LFu0D2lAm00k7dDIJMxOlhH6CGxeKuHXrX/gF7tz4LU5aEV8HLhzOuZd77/EiRqWyrDdjYXFpeWU1s5Zd39jc2s7t7LZkGAtMmjhkoeh4SBJGOWkqqhjpRIKgwGOk7Y3PUr99RYSkIb9Uk4i4ARpy6lOMlJYurvt2P5e3zNNKySk60DItq+wUSilxyidOAdpaSZGv7jfe6XPtpd7PvfYGIY4DwhVmSMqubUXKTZBQFDMyzfZiSSKEx2hIuppyFBDpJrNTp/BIKwPoh0IXV3Cmfp9IUCDlJPB0Z4DUSP72UvE/rxsrv+ImlEexIhzPF/kxgyqE6d9wQAXBik00QVhQfSvEIyQQVjqd7DyEFMWvl/+SlmPaRdNq6DRqYI4MOACH4BjYoAyq4BzUQRNgMAQ34A7cG8y4NR6Mx3nrgvE5swd+wHj6AGPBkbU=</latexit>w1

<latexit sha1_base64="/YenehHILDv4RVaZnOCWqgO1XWM=">AAAB6nicbVDLSsNAFJ34rPVVFdy4GSyCq5Ck9uGu1I3LFu0D2lAm00k7dDIJMxOlhH6CGxeKuHXrX/gF7tz4LU5aEV8HLhzOuZd77/EiRqWyrDdjYXFpeWU1s5Zd39jc2s7t7LZkGAtMmjhkoeh4SBJGOWkqqhjpRIKgwGOk7Y3PUr99RYSkIb9Uk4i4ARpy6lOMlJYurvtOP5e3zNNKySk60DItq+wUSilxyidOAdpaSZGv7jfe6XPtpd7PvfYGIY4DwhVmSMqubUXKTZBQFDMyzfZiSSKEx2hIuppyFBDpJrNTp/BIKwPoh0IXV3Cmfp9IUCDlJPB0Z4DUSP72UvE/rxsrv+ImlEexIhzPF/kxgyqE6d9wQAXBik00QVhQfSvEIyQQVjqd7DyEFMWvl/+SlmPaRdNq6DRqYI4MOACH4BjYoAyq4BzUQRNgMAQ34A7cG8y4NR6Mx3nrgvE5swd+wHj6AGVFkbY=</latexit>w2

<latexit sha1_base64="3x/73Ul804tA731YtALbCBbkeP0=">AAAB6nicbVDLSsNAFJ34rPVVFdy4GSyCq5Ck9uGu1I3LFu0D2lAm00k7dDIJMxOlhH6CGxeKuHXrX/gF7tz4LU5aEV8HLhzOuZd77/EiRqWyrDdjYXFpeWU1s5Zd39jc2s7t7LZkGAtMmjhkoeh4SBJGOWkqqhjpRIKgwGOk7Y3PUr99RYSkIb9Uk4i4ARpy6lOMlJYurvuFfi5vmaeVklN0oGVaVtkplFLilE+cArS1kiJf3W+80+faS72fe+0NQhwHhCvMkJRd24qUmyChKGZkmu3FkkQIj9GQdDXlKCDSTWanTuGRVgbQD4UuruBM/T6RoEDKSeDpzgCpkfztpeJ/XjdWfsVNKI9iRTieL/JjBlUI07/hgAqCFZtogrCg+laIR0ggrHQ62XkIKYpfL/8lLce0i6bV0GnUwBwZcAAOwTGwQRlUwTmogybAYAhuwB24N5hxazwYj/PWBeNzZg/8gPH0AWbJkbc=</latexit>w3

<latexit sha1_base64="3UZgRA3xAWBJ3SYHoi7JXBcJjg4=">AAAB6nicbVDLSsNAFJ34rPVVFdy4GSyCq5Ck9uGu1I3LFu0D2lAm00k7dDIJMxOlhH6CGxeKuHXrX/gF7tz4LU5aEV8HLhzOuZd77/EiRqWyrDdjYXFpeWU1s5Zd39jc2s7t7LZkGAtMmjhkoeh4SBJGOWkqqhjpRIKgwGOk7Y3PUr99RYSkIb9Uk4i4ARpy6lOMlJYurvu0n8tb5mml5BQdaJmWVXYKpZQ45ROnAG2tpMhX9xvv9Ln2Uu/nXnuDEMcB4QozJGXXtiLlJkgoihmZZnuxJBHCYzQkXU05Coh0k9mpU3iklQH0Q6GLKzhTv08kKJByEni6M0BqJH97qfif142VX3ETyqNYEY7ni/yYQRXC9G84oIJgxSaaICyovhXiERIIK51Odh5CiuLXy39JyzHtomk1dBo1MEcGHIBDcAxsUAZVcA7qoAkwGIIbcAfuDWbcGg/G47x1wfic2QM/YDx9ALihke0=</latexit>wi
<latexit sha1_base64="P2ha/GSyP6p6WY7QDaemfxCmB+k=">AAAB6HicbZDLSgMxFIYz9VbHW9Wlm2ARXA3p1F5ciEU3LluwF2iHkknTNjaTGZKMUEqfwI0LRdzqw7h3I76NmVbE2w+Bn+8/h5xz/IgzpRF6t1ILi0vLK+lVe219Y3Mrs73TUGEsCa2TkIey5WNFORO0rpnmtBVJigOf06Y/Ok/y5jWVioXiUo8j6gV4IFifEawNqvndTBY5x+WiW3AhchAqufliYtzSkZuHOUMSZU9f7JPo+c2udjOvnV5I4oAKTThWqp1DkfYmWGpGOJ3anVjRCJMRHtC2sQIHVHmT2aBTeGBID/ZDaZ7QcEa/d0xwoNQ48E1lgPVQ/c4S+F/WjnW/7E2YiGJNBZl/1I851CFMtoY9JinRfGwMJpKZWSEZYomJNrex50dIVPha+a9puE6u4KAaylbOwFxpsAf2wSHIgRKogAtQBXVAAAU34A7cW1fWrfVgPc5LU9Znzy74IevpA59mkJw=</latexit>

b

<latexit sha1_base64="k/cNu7MPhYqmUjslCImbSdbc1XY=">AAACE3icbVDLSgMxFM34rPVVdekmWIT6oEyFou6KLnRZwT6gMwyZNDMNzTxI7qhl7D+48Sf8ADcuFHHrxp1/Y/pA1HoguYdz7iW5x40FV2Can8bU9Mzs3HxmIbu4tLyymltbr6sokZTVaCQi2XSJYoKHrAYcBGvGkpHAFazhdk8HfuOKScWj8BJ6MbMD4ofc45SAlpzcroctwTwoYEslgZPyPrb2rx2ub3yjyx52sSW534EdJ5c3i+YQeJKUxiRfOcMPlnPrV53ch9WOaBKwEKggSrVKZgx2SiRwKlg/ayWKxYR2ic9amoYkYMpOhzv18bZW2tiLpD4h4KH6cyIlgVK9wNWdAYGO+usNxP+8VgLekZ3yME6AhXT0kJcIDBEeBITbXDIKoqcJoZLrv2LaIZJQ0DFmhyEcD1D+XnmS1A+KpXLRvNBpnKARMmgTbaECKqFDVEHnqIpqiKI79Iie0YtxbzwZr8bbqHXKGM9soF8w3r8ApBmfNA==</latexit>

f

 
X

i

wi xi + b

!
<latexit sha1_base64="3UZgRA3xAWBJ3SYHoi7JXBcJjg4=">AAAB6nicbVDLSsNAFJ34rPVVFdy4GSyCq5Ck9uGu1I3LFu0D2lAm00k7dDIJMxOlhH6CGxeKuHXrX/gF7tz4LU5aEV8HLhzOuZd77/EiRqWyrDdjYXFpeWU1s5Zd39jc2s7t7LZkGAtMmjhkoeh4SBJGOWkqqhjpRIKgwGOk7Y3PUr99RYSkIb9Uk4i4ARpy6lOMlJYurvu0n8tb5mml5BQdaJmWVXYKpZQ45ROnAG2tpMhX9xvv9Ln2Uu/nXnuDEMcB4QozJGXXtiLlJkgoihmZZnuxJBHCYzQkXU05Coh0k9mpU3iklQH0Q6GLKzhTv08kKJByEni6M0BqJH97qfif142VX3ETyqNYEY7ni/yYQRXC9G84oIJgxSaaICyovhXiERIIK51Odh5CiuLXy39JyzHtomk1dBo1MEcGHIBDcAxsUAZVcA7qoAkwGIIbcAfuDWbcGg/G47x1wfic2QM/YDx9ALihke0=</latexit>wi

<latexit sha1_base64="P2ha/GSyP6p6WY7QDaemfxCmB+k=">AAAB6HicbZDLSgMxFIYz9VbHW9Wlm2ARXA3p1F5ciEU3LluwF2iHkknTNjaTGZKMUEqfwI0LRdzqw7h3I76NmVbE2w+Bn+8/h5xz/IgzpRF6t1ILi0vLK+lVe219Y3Mrs73TUGEsCa2TkIey5WNFORO0rpnmtBVJigOf06Y/Ok/y5jWVioXiUo8j6gV4IFifEawNqvndTBY5x+WiW3AhchAqufliYtzSkZuHOUMSZU9f7JPo+c2udjOvnV5I4oAKTThWqp1DkfYmWGpGOJ3anVjRCJMRHtC2sQIHVHmT2aBTeGBID/ZDaZ7QcEa/d0xwoNQ48E1lgPVQ/c4S+F/WjnW/7E2YiGJNBZl/1I851CFMtoY9JinRfGwMJpKZWSEZYomJNrex50dIVPha+a9puE6u4KAaylbOwFxpsAf2wSHIgRKogAtQBXVAAAU34A7cW1fWrfVgPc5LU9Znzy74IevpA59mkJw=</latexit>

b

Biological Neuron



Activation function adds non-linearity by changing the output of a 
neuron, helping the model capture more complex patterns

Input

<latexit sha1_base64="uIFD4gVFM4qH4ovTAdSvIDiWd14=">AAAB6nicbVDLSsNAFL3xWeurKrhxM1gEVyURirordeOyRfuANpTJdNIOnUzCzEQsoZ/gxoUibt36F36BOzd+i5O0iFoPXDiccy/33uNFnClt2x/WwuLS8spqbi2/vrG5tV3Y2W2qMJaENkjIQ9n2sKKcCdrQTHPajiTFgcdpyxtdpH7rhkrFQnGtxxF1AzwQzGcEayNd3facXqFol+wMaJ44M1Ks7Nc/2Wv1rdYrvHf7IYkDKjThWKmOY0faTbDUjHA6yXdjRSNMRnhAO4YKHFDlJtmpE3RklD7yQ2lKaJSpPycSHCg1DjzTGWA9VH+9VPzP68TaP3MTJqJYU0Gmi/yYIx2i9G/UZ5ISzceGYCKZuRWRIZaYaJNOPgvhPEX5++V50jwpOeWSXTdpVGGKHBzAIRyDA6dQgUuoQQMIDOAOHuDR4ta99WQ9T1sXrNnMHvyC9fIFAl6Rcg==</latexit>x1

<latexit sha1_base64="9OXBAC0kPbwEKEOdZt/dlayGPoA=">AAAB6nicbVDLSgNBEOyNrxhfUcGLl8EgeAqbQFBvIV48JmgekCxhdjKbDJmdXWZmxbDkE7x4UMSrV//CL/DmxW9xdhNEjQUNRVU33V1uyJnStv1hZZaWV1bXsuu5jc2t7Z387l5LBZEktEkCHsiOixXlTNCmZprTTigp9l1O2+74IvHbN1QqFohrPQmp4+OhYB4jWBvp6rZf7ucLdtFOgRZJaU4K1YPGJ3utvdX7+ffeICCRT4UmHCvVLdmhdmIsNSOcTnO9SNEQkzEe0q6hAvtUOXF66hQdG2WAvECaEhql6s+JGPtKTXzXdPpYj9RfLxH/87qR9s6cmIkw0lSQ2SIv4kgHKPkbDZikRPOJIZhIZm5FZIQlJtqkk0tDOE9Q+X55kbTKxVKlaDdMGjWYIQuHcAQnUIJTqMIl1KEJBIZwBw/waHHr3nqynmetGWs+sw+/YL18AQPikXM=</latexit>x2

<latexit sha1_base64="fzgbPg9JITHHh52c+oKr1aimu3o=">AAAB6nicbVDLSgNBEOyNrxhfUcGLl8EgeAobJai3EC8eEzQPSJYwO5lNhszOLjOzYljyCV48KOLVq3/hF3jz4rc4uwmixoKGoqqb7i435Exp2/6wMguLS8sr2dXc2vrG5lZ+e6epgkgS2iABD2TbxYpyJmhDM81pO5QU+y6nLXd0kfitGyoVC8S1HofU8fFAMI8RrI10dds76eULdtFOgeZJaUYKlb36J3utvtV6+fduPyCRT4UmHCvVKdmhdmIsNSOcTnLdSNEQkxEe0I6hAvtUOXF66gQdGqWPvECaEhql6s+JGPtKjX3XdPpYD9VfLxH/8zqR9s6cmIkw0lSQ6SIv4kgHKPkb9ZmkRPOxIZhIZm5FZIglJtqkk0tDOE9Q/n55njSPi6Vy0a6bNKowRRb24QCOoASnUIFLqEEDCAzgDh7g0eLWvfVkPU9bM9ZsZhd+wXr5AgVmkXQ=</latexit>x3 Output

<latexit sha1_base64="mE52qRgtKXcoIqm2eNNjaVraVA4=">AAACAnicbVDLSgMxFM3UV62vUVfiJlgEQSkzQlF3RRe6rGAf0BmGTJppQ5OZIcmoZSxu/BU3XSji1q9w59+YmRbxdSC5h3PuJbnHjxmVyrI+jMLM7Nz8QnGxtLS8srpmrm80ZZQITBo4YpFo+0gSRkPSUFQx0o4FQdxnpOUPzjK/dU2EpFF4pYYxcTnqhTSgGCkteeaWIxPupXQEnYMbj+ob3uqyD33PLFsVKwf8S+wpKdfO4djx7np1z3x3uhFOOAkVZkjKjm3Fyk2RUBQzMio5iSQxwgPUIx1NQ8SJdNN8hRHc1UoXBpHQJ1QwV79PpIhLOeS+7uRI9eVvLxP/8zqJCo7dlIZxokiIJw8FCYMqglkesEsFwYoNNUFYUP1XiPtIIKx0aqU8hJMM1a+V/5LmYcWuVqxLncYpmKAItsEO2AM2OAI1cAHqoAEwuAeP4Ak8Gw/G2HgxXietBWM6swl+wHj7BPssmPI=</latexit>X

i

wi xi + b

<latexit sha1_base64="DPP0VAbSUYSDkqnWPuYzIHpen7I=">AAAB6HicbVDLSsNAFL2pr1pfVZeKDBbBVUmEou6Kbly2YB/QhjKZTtqxk0mYmQgldOnKjQtF3PoV/Q53foM/4SQt4uvAhcM593LvPV7EmdK2/W7lFhaXllfyq4W19Y3NreL2TlOFsSS0QUIeyraHFeVM0IZmmtN2JCkOPE5b3ugy9Vu3VCoWims9jqgb4IFgPiNYG6nu94olu2xnQH+JMyel6v60/nF3MK31im/dfkjigApNOFaq49iRdhMsNSOcTgrdWNEIkxEe0I6hAgdUuUl26AQdGaWP/FCaEhpl6veJBAdKjQPPdAZYD9VvLxX/8zqx9s/chIko1lSQ2SI/5kiHKP0a9ZmkRPOxIZhIZm5FZIglJtpkU8hCOE9R+Xr5L2melJ1K2a6bNC5ghjzswSEcgwOnUIUrqEEDCFC4h0d4sm6sB+vZepm15qz5zC78gPX6Cc/2kMY=</latexit>

f

Activation function 
(Threshold)

<latexit sha1_base64="pLhUp5q5yqVJUqbAXEmRxe7Sjck=">AAAB6nicbVDLSsNAFJ34rPVVFdy4GSyCq5Ck9uGu1I3LFu0D2lAm00k7dDIJMxOlhH6CGxeKuHXrX/gF7tz4LU5aEV8HLhzOuZd77/EiRqWyrDdjYXFpeWU1s5Zd39jc2s7t7LZkGAtMmjhkoeh4SBJGOWkqqhjpRIKgwGOk7Y3PUr99RYSkIb9Uk4i4ARpy6lOMlJYurvt2P5e3zNNKySk60DItq+wUSilxyidOAdpaSZGv7jfe6XPtpd7PvfYGIY4DwhVmSMqubUXKTZBQFDMyzfZiSSKEx2hIuppyFBDpJrNTp/BIKwPoh0IXV3Cmfp9IUCDlJPB0Z4DUSP72UvE/rxsrv+ImlEexIhzPF/kxgyqE6d9wQAXBik00QVhQfSvEIyQQVjqd7DyEFMWvl/+SlmPaRdNq6DRqYI4MOACH4BjYoAyq4BzUQRNgMAQ34A7cG8y4NR6Mx3nrgvE5swd+wHj6AGPBkbU=</latexit>w1

<latexit sha1_base64="/YenehHILDv4RVaZnOCWqgO1XWM=">AAAB6nicbVDLSsNAFJ34rPVVFdy4GSyCq5Ck9uGu1I3LFu0D2lAm00k7dDIJMxOlhH6CGxeKuHXrX/gF7tz4LU5aEV8HLhzOuZd77/EiRqWyrDdjYXFpeWU1s5Zd39jc2s7t7LZkGAtMmjhkoeh4SBJGOWkqqhjpRIKgwGOk7Y3PUr99RYSkIb9Uk4i4ARpy6lOMlJYurvtOP5e3zNNKySk60DItq+wUSilxyidOAdpaSZGv7jfe6XPtpd7PvfYGIY4DwhVmSMqubUXKTZBQFDMyzfZiSSKEx2hIuppyFBDpJrNTp/BIKwPoh0IXV3Cmfp9IUCDlJPB0Z4DUSP72UvE/rxsrv+ImlEexIhzPF/kxgyqE6d9wQAXBik00QVhQfSvEIyQQVjqd7DyEFMWvl/+SlmPaRdNq6DRqYI4MOACH4BjYoAyq4BzUQRNgMAQ34A7cG8y4NR6Mx3nrgvE5swd+wHj6AGVFkbY=</latexit>w2

<latexit sha1_base64="3x/73Ul804tA731YtALbCBbkeP0=">AAAB6nicbVDLSsNAFJ34rPVVFdy4GSyCq5Ck9uGu1I3LFu0D2lAm00k7dDIJMxOlhH6CGxeKuHXrX/gF7tz4LU5aEV8HLhzOuZd77/EiRqWyrDdjYXFpeWU1s5Zd39jc2s7t7LZkGAtMmjhkoeh4SBJGOWkqqhjpRIKgwGOk7Y3PUr99RYSkIb9Uk4i4ARpy6lOMlJYurvuFfi5vmaeVklN0oGVaVtkplFLilE+cArS1kiJf3W+80+faS72fe+0NQhwHhCvMkJRd24qUmyChKGZkmu3FkkQIj9GQdDXlKCDSTWanTuGRVgbQD4UuruBM/T6RoEDKSeDpzgCpkfztpeJ/XjdWfsVNKI9iRTieL/JjBlUI07/hgAqCFZtogrCg+laIR0ggrHQ62XkIKYpfL/8lLce0i6bV0GnUwBwZcAAOwTGwQRlUwTmogybAYAhuwB24N5hxazwYj/PWBeNzZg/8gPH0AWbJkbc=</latexit>w3

<latexit sha1_base64="3UZgRA3xAWBJ3SYHoi7JXBcJjg4=">AAAB6nicbVDLSsNAFJ34rPVVFdy4GSyCq5Ck9uGu1I3LFu0D2lAm00k7dDIJMxOlhH6CGxeKuHXrX/gF7tz4LU5aEV8HLhzOuZd77/EiRqWyrDdjYXFpeWU1s5Zd39jc2s7t7LZkGAtMmjhkoeh4SBJGOWkqqhjpRIKgwGOk7Y3PUr99RYSkIb9Uk4i4ARpy6lOMlJYurvu0n8tb5mml5BQdaJmWVXYKpZQ45ROnAG2tpMhX9xvv9Ln2Uu/nXnuDEMcB4QozJGXXtiLlJkgoihmZZnuxJBHCYzQkXU05Coh0k9mpU3iklQH0Q6GLKzhTv08kKJByEni6M0BqJH97qfif142VX3ETyqNYEY7ni/yYQRXC9G84oIJgxSaaICyovhXiERIIK51Odh5CiuLXy39JyzHtomk1dBo1MEcGHIBDcAxsUAZVcA7qoAkwGIIbcAfuDWbcGg/G47x1wfic2QM/YDx9ALihke0=</latexit>wi
<latexit sha1_base64="P2ha/GSyP6p6WY7QDaemfxCmB+k=">AAAB6HicbZDLSgMxFIYz9VbHW9Wlm2ARXA3p1F5ciEU3LluwF2iHkknTNjaTGZKMUEqfwI0LRdzqw7h3I76NmVbE2w+Bn+8/h5xz/IgzpRF6t1ILi0vLK+lVe219Y3Mrs73TUGEsCa2TkIey5WNFORO0rpnmtBVJigOf06Y/Ok/y5jWVioXiUo8j6gV4IFifEawNqvndTBY5x+WiW3AhchAqufliYtzSkZuHOUMSZU9f7JPo+c2udjOvnV5I4oAKTThWqp1DkfYmWGpGOJ3anVjRCJMRHtC2sQIHVHmT2aBTeGBID/ZDaZ7QcEa/d0xwoNQ48E1lgPVQ/c4S+F/WjnW/7E2YiGJNBZl/1I851CFMtoY9JinRfGwMJpKZWSEZYomJNrex50dIVPha+a9puE6u4KAaylbOwFxpsAf2wSHIgRKogAtQBXVAAAU34A7cW1fWrfVgPc5LU9Znzy74IevpA59mkJw=</latexit>

b

<latexit sha1_base64="k/cNu7MPhYqmUjslCImbSdbc1XY=">AAACE3icbVDLSgMxFM34rPVVdekmWIT6oEyFou6KLnRZwT6gMwyZNDMNzTxI7qhl7D+48Sf8ADcuFHHrxp1/Y/pA1HoguYdz7iW5x40FV2Can8bU9Mzs3HxmIbu4tLyymltbr6sokZTVaCQi2XSJYoKHrAYcBGvGkpHAFazhdk8HfuOKScWj8BJ6MbMD4ofc45SAlpzcroctwTwoYEslgZPyPrb2rx2ub3yjyx52sSW534EdJ5c3i+YQeJKUxiRfOcMPlnPrV53ch9WOaBKwEKggSrVKZgx2SiRwKlg/ayWKxYR2ic9amoYkYMpOhzv18bZW2tiLpD4h4KH6cyIlgVK9wNWdAYGO+usNxP+8VgLekZ3yME6AhXT0kJcIDBEeBITbXDIKoqcJoZLrv2LaIZJQ0DFmhyEcD1D+XnmS1A+KpXLRvNBpnKARMmgTbaECKqFDVEHnqIpqiKI79Iie0YtxbzwZr8bbqHXKGM9soF8w3r8ApBmfNA==</latexit>

f

 
X

i

wi xi + b

!
<latexit sha1_base64="3UZgRA3xAWBJ3SYHoi7JXBcJjg4=">AAAB6nicbVDLSsNAFJ34rPVVFdy4GSyCq5Ck9uGu1I3LFu0D2lAm00k7dDIJMxOlhH6CGxeKuHXrX/gF7tz4LU5aEV8HLhzOuZd77/EiRqWyrDdjYXFpeWU1s5Zd39jc2s7t7LZkGAtMmjhkoeh4SBJGOWkqqhjpRIKgwGOk7Y3PUr99RYSkIb9Uk4i4ARpy6lOMlJYurvu0n8tb5mml5BQdaJmWVXYKpZQ45ROnAG2tpMhX9xvv9Ln2Uu/nXnuDEMcB4QozJGXXtiLlJkgoihmZZnuxJBHCYzQkXU05Coh0k9mpU3iklQH0Q6GLKzhTv08kKJByEni6M0BqJH97qfif142VX3ETyqNYEY7ni/yYQRXC9G84oIJgxSaaICyovhXiERIIK51Odh5CiuLXy39JyzHtomk1dBo1MEcGHIBDcAxsUAZVcA7qoAkwGIIbcAfuDWbcGg/G47x1wfic2QM/YDx9ALihke0=</latexit>wi

<latexit sha1_base64="P2ha/GSyP6p6WY7QDaemfxCmB+k=">AAAB6HicbZDLSgMxFIYz9VbHW9Wlm2ARXA3p1F5ciEU3LluwF2iHkknTNjaTGZKMUEqfwI0LRdzqw7h3I76NmVbE2w+Bn+8/h5xz/IgzpRF6t1ILi0vLK+lVe219Y3Mrs73TUGEsCa2TkIey5WNFORO0rpnmtBVJigOf06Y/Ok/y5jWVioXiUo8j6gV4IFifEawNqvndTBY5x+WiW3AhchAqufliYtzSkZuHOUMSZU9f7JPo+c2udjOvnV5I4oAKTThWqp1DkfYmWGpGOJ3anVjRCJMRHtC2sQIHVHmT2aBTeGBID/ZDaZ7QcEa/d0xwoNQ48E1lgPVQ/c4S+F/WjnW/7E2YiGJNBZl/1I851CFMtoY9JinRfGwMJpKZWSEZYomJNrex50dIVPha+a9puE6u4KAaylbOwFxpsAf2wSHIgRKogAtQBXVAAAU34A7cW1fWrfVgPc5LU9Znzy74IevpA59mkJw=</latexit>

b

<latexit sha1_base64="hb0yTr2ejwq2CUAYKTHs+1MlrCo=">AAACCnicbVDLSgMxFM34rPVVdekmKoILKVOhqLuiC11WsFXoDEMmvdMGMw+TO2oZu3bjlwhuXCji1i9w59+YaUV8HUju4Zx7Se7xEyk02va7NTI6Nj4xWZgqTs/Mzs2XFhabOk4VhwaPZaxOfaZBiggaKFDCaaKAhb6EE/9sP/dPLkBpEUfH2EvADVknEoHgDI3klVYcnYZeJvrU2bz0hLnpVV46cE4d7AIyr7Rml+0B6F9S+SRrtQN653jXnbpXenPaMU9DiJBLpnWrYifoZkyh4BL6RSfVkDB+xjrQMjRiIWg3G6zSp+tGadMgVuZESAfq94mMhVr3Qt90hgy7+reXi/95rRSDHTcTUZIiRHz4UJBKijHNc6FtoYCj7BnCuBLmr5R3mWIcTXrFQQi7OapfK/8lza1ypVq2j0wae2SIAlkmq2SDVMg2qZFDUicNwskNuSeP5Mm6tR6sZ+tl2Dpifc4skR+wXj8AwC+cwA==</latexit>X

i

wi xi � ✓

<latexit sha1_base64="AL3VidIbw3OxRnaQ+Qo14zEEl2w=">AAACB3icbVDLSgMxFM34rPVVdSlIsAgupMwIRQUXRRe6rGAf0ClDJk3b0GRmSO6oZezOjb/SjQtF3PoL7vwbM20RtR5I7uGce0nu8SPBNdj2pzUzOze/sJhZyi6vrK6t5zY2qzqMFWUVGopQ1X2imeABqwAHweqRYkT6gtX83nnq126Y0jwMrqEfsaYknYC3OSVgJC+34+pYegkfYPfg1uPmxnemnGIXugyIl8vbBXsEPE2cCcmXLvDQ9e47ZS/34bZCGksWABVE64ZjR9BMiAJOBRtk3ViziNAe6bCGoQGRTDeT0R4DvGeUFm6HypwA8Ej9OZEQqXVf+qZTEujqv14q/uc1YmgfNxMeRDGwgI4fascCQ4jTUHCLK0ZB9A0hVHHzV0y7RBEKJrrsKISTFMXvladJ9bDgFAv2lUnjDI2RQdtoF+0jBx2hErpEZVRBFD2gIXpGL9aj9WS9Wm/j1hlrMrOFfsF6/wIdDptF</latexit>X

i

wi xi < ✓

<latexit sha1_base64="Gb4rSs/mjavX2GTfCW1Iq+UPWGw=">AAAB7HicbVBNS8NAEJ34WetX1aMii0XwVBKhqAeh6MVjC6YttKFstpt26WYTdjdCKD169uJBEa/+hv4Ob/4G/4SbtohaHww83pthZp4fc6a0bX9YC4tLyyurubX8+sbm1nZhZ7euokQS6pKIR7LpY0U5E9TVTHPajCXFoc9pwx9cZ37jjkrFInGr05h6Ie4JFjCCtZHcFF0ip1Mo2iV7AjRPnBkpVg7Gtc/7w3G1U3hvdyOShFRowrFSLceOtTfEUjPC6SjfThSNMRngHm0ZKnBIlTecHDtCx0bpoiCSpoRGE/XnxBCHSqWhbzpDrPvqr5eJ/3mtRAfn3pCJONFUkOmiIOFIRyj7HHWZpETz1BBMJDO3ItLHEhNt8slPQrjIUP5+eZ7UT0tOuWTXTBpXMEUO9uEITsCBM6jADVTBBQIMHuAJni1hPVov1uu0dcGazezBL1hvX4sSka8=</latexit>

y = 1

<latexit sha1_base64="Qh9d0BeQ7y638DAIXZngaQUDCbk=">AAAB7HicbVBNS8NAEJ34WetX1aMii0XwVBKhqAeh6MVjC6YttKVstpt26WYTdjdCKD169uJBEa/+hv4Ob/4G/4SbtIhaHww83pthZp4Xcaa0bX9YC4tLyyurubX8+sbm1nZhZ7euwlgS6pKQh7LpYUU5E9TVTHPajCTFgcdpwxtep37jjkrFQnGrk4h2AtwXzGcEayO5CbpEdrdQtEt2BjRPnBkpVg4mtc/7w0m1W3hv90ISB1RowrFSLceOdGeEpWaE03G+HSsaYTLEfdoyVOCAqs4oO3aMjo3SQ34oTQmNMvXnxAgHSiWBZzoDrAfqr5eK/3mtWPvnnRETUaypINNFfsyRDlH6OeoxSYnmiSGYSGZuRWSAJSba5JPPQrhIUf5+eZ7UT0tOuWTXTBpXMEUO9uEITsCBM6jADVTBBQIMHuAJni1hPVov1uu0dcGazezBL1hvX4mOka4=</latexit>

y = 0

(Threshold) (Activated!)

(Deactivated!)

IF,

IF,

Activation Function

<latexit sha1_base64="3UZgRA3xAWBJ3SYHoi7JXBcJjg4=">AAAB6nicbVDLSsNAFJ34rPVVFdy4GSyCq5Ck9uGu1I3LFu0D2lAm00k7dDIJMxOlhH6CGxeKuHXrX/gF7tz4LU5aEV8HLhzOuZd77/EiRqWyrDdjYXFpeWU1s5Zd39jc2s7t7LZkGAtMmjhkoeh4SBJGOWkqqhjpRIKgwGOk7Y3PUr99RYSkIb9Uk4i4ARpy6lOMlJYurvu0n8tb5mml5BQdaJmWVXYKpZQ45ROnAG2tpMhX9xvv9Ln2Uu/nXnuDEMcB4QozJGXXtiLlJkgoihmZZnuxJBHCYzQkXU05Coh0k9mpU3iklQH0Q6GLKzhTv08kKJByEni6M0BqJH97qfif142VX3ETyqNYEY7ni/yYQRXC9G84oIJgxSaaICyovhXiERIIK51Odh5CiuLXy39JyzHtomk1dBo1MEcGHIBDcAxsUAZVcA7qoAkwGIIbcAfuDWbcGg/G47x1wfic2QM/YDx9ALihke0=</latexit>wi

<latexit sha1_base64="3UZgRA3xAWBJ3SYHoi7JXBcJjg4=">AAAB6nicbVDLSsNAFJ34rPVVFdy4GSyCq5Ck9uGu1I3LFu0D2lAm00k7dDIJMxOlhH6CGxeKuHXrX/gF7tz4LU5aEV8HLhzOuZd77/EiRqWyrDdjYXFpeWU1s5Zd39jc2s7t7LZkGAtMmjhkoeh4SBJGOWkqqhjpRIKgwGOk7Y3PUr99RYSkIb9Uk4i4ARpy6lOMlJYurvu0n8tb5mml5BQdaJmWVXYKpZQ45ROnAG2tpMhX9xvv9Ln2Uu/nXnuDEMcB4QozJGXXtiLlJkgoihmZZnuxJBHCYzQkXU05Coh0k9mpU3iklQH0Q6GLKzhTv08kKJByEni6M0BqJH97qfif142VX3ETyqNYEY7ni/yYQRXC9G84oIJgxSaaICyovhXiERIIK51Odh5CiuLXy39JyzHtomk1dBo1MEcGHIBDcAxsUAZVcA7qoAkwGIIbcAfuDWbcGg/G47x1wfic2QM/YDx9ALihke0=</latexit>wi

<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓

<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓

<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓

(bias)



Deep Neural Networks

Deep neural networks are composition functions of NNs

<latexit sha1_base64="NCzvAndH9RSYcn2ipiE52W3+Z5Q=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8hV0xqLegF48JmAckS5id9CZjZh/MzIoh5Au8eFDEq5/kzb9xdrOIGgsaiqpuuru8WHClbfvTWlpeWV1bL2wUN7e2d3ZLe/stFSWSYZNFIpIdjyoUPMSm5lpgJ5ZIA09g2xtfp377HqXiUXirJzG6AR2G3OeMaiM1Hvqlsl2xM5BF4uSkDDnq/dJHbxCxJMBQM0GV6jp2rN0plZozgbNiL1EYUzamQ+waGtIAlTvNDp2RY6MMiB9JU6EmmfpzYkoDpSaBZzoDqkfqr5eK/3ndRPsX7pSHcaIxZPNFfiKIjkj6NRlwiUyLiSGUSW5uJWxEJWXaZFPMQrhMUf1+eZG0TitOtWI3zsq1qzyOAhzCEZyAA+dQgxuoQxMYIDzCM7xYd9aT9Wq9zVuXrHzmAH7Bev8C/j+NMQ==</latexit>x
<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓

Training 
parameters

<latexit sha1_base64="uO2OJ8gLVnM24/h9TXvEdXe/yIY=">AAACAHicbVDJSgNBEO2JW4xb1IMHL02CEFHCjBDUgxD04ilEMAtkQujpdJImPYvdNZJhyMVv8A+8eFDEq5/hLX9jZ0HU+KDg8V4VVfWcQHAFpjkyEguLS8srydXU2vrG5lZ6e6eq/FBSVqG+8GXdIYoJ7rEKcBCsHkhGXEewmtO/Gvu1eyYV971biALWdEnX4x1OCWipld6L8AW2gQ0gLpWGucExtu9C0j5spbNm3pwAzxNrRrLFjH30OCpG5Vb60277NHSZB1QQpRqWGUAzJhI4FWyYskPFAkL7pMsamnrEZaoZTx4Y4gOttHHHl7o8wBP150RMXKUi19GdLoGe+uuNxf+8Rgids2bMvSAE5tHpok4oMPh4nAZuc8koiEgTQiXXt2LaI5JQ0JmlJiGcj1H4fnmeVE/yViFv3ug0LtEUSbSPMiiHLHSKiugalVEFUTRET+gFvRoPxrPxZrxPWxPGbGYX/YLx8QUpAZiY</latexit>

y = NN(x, )

<latexit sha1_base64="0HQBXeiqKkipAR/KHfle0ybIbMo=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBZBUEoiFvVW9OKxgv2ANpTNdtMu3Wzi7kYsoX/CiwdFvPp3vPlv3KRB1Ppg4PHeDDPzvIgzpW370yosLC4trxRXS2vrG5tb5e2dlgpjSWiThDyUHQ8rypmgTc00p51IUhx4nLa98VXqt++pVCwUt3oSUTfAQ8F8RrA2UqfdO35AR8jrlyt21c6A5omTkwrkaPTLH71BSOKACk04Vqrr2JF2Eyw1I5xOS71Y0QiTMR7SrqECB1S5SXbvFB0YZYD8UJoSGmXqz4kEB0pNAs90BliP1F8vFf/zurH2z92EiSjWVJDZIj/mSIcofR4NmKRE84khmEhmbkVkhCUm2kRUykK4SFH7fnmetE6qTq1q35xW6pd5HEXYg304BAfOoA7X0IAmEODwCM/wYt1ZT9ar9TZrLVj5zC78gvX+BZGsjyM=</latexit>

W x+ b
<latexit sha1_base64="wNkMu8vFkAnQfw37dRPErFnSL5E=">AAAB6HicbVDLSgMxFM34rPVVdekmWARXQ2b6dFd047IF+4B2KJk008ZmMkOSEcrQL3DjQhG3fpI7/8ZMW8TXgQuHc+7l3nv8mDOlEfqw1tY3Nre2czv53b39g8PC0XFHRYkktE0iHsmejxXlTNC2ZprTXiwpDn1Ou/70OvO791QqFolbPYupF+KxYAEjWBup1R0Wisi+rFfdiguRjVDNLVUz4tbKbgk6RslQBCs0h4X3wSgiSUiFJhwr1XdQrL0US80Ip/P8IFE0xmSKx7RvqMAhVV66OHQOz40ygkEkTQkNF+r3iRSHSs1C33SGWE/Uby8T//P6iQ7qXspEnGgqyHJRkHCoI5h9DUdMUqL5zBBMJDO3QjLBEhNtsskvQ8hQ+Xr5L+m4tlOxUatcbFyt4siBU3AGLoADaqABbkATtAEBFDyAJ/Bs3VmP1ov1umxds1YzJ+AHrLdPLzONVA==</latexit>

W
<latexit sha1_base64="P2ha/GSyP6p6WY7QDaemfxCmB+k=">AAAB6HicbZDLSgMxFIYz9VbHW9Wlm2ARXA3p1F5ciEU3LluwF2iHkknTNjaTGZKMUEqfwI0LRdzqw7h3I76NmVbE2w+Bn+8/h5xz/IgzpRF6t1ILi0vLK+lVe219Y3Mrs73TUGEsCa2TkIey5WNFORO0rpnmtBVJigOf06Y/Ok/y5jWVioXiUo8j6gV4IFifEawNqvndTBY5x+WiW3AhchAqufliYtzSkZuHOUMSZU9f7JPo+c2udjOvnV5I4oAKTThWqp1DkfYmWGpGOJ3anVjRCJMRHtC2sQIHVHmT2aBTeGBID/ZDaZ7QcEa/d0xwoNQ48E1lgPVQ/c4S+F/WjnW/7E2YiGJNBZl/1I851CFMtoY9JinRfGwMJpKZWSEZYomJNrex50dIVPha+a9puE6u4KAaylbOwFxpsAf2wSHIgRKogAtQBXVAAAU34A7cW1fWrfVgPc5LU9Znzy74IevpA59mkJw=</latexit>

b

<latexit sha1_base64="CcTd+bcG8oCQD0MUMqoYeAD7RaI=">AAACF3icbVBNS0JBFJ3Xp9mX1bLNYARKIc9Aqp3UppUYpAY+kXnjVYfmfTRzX/h4+C/c9FfatCiibe38N40a0deBgcM553LnHjeUQqNtj625+YXFpeXUSnp1bX1jM7O1XddBpDjUeCADde0yDVL4UEOBEq5DBcxzJTTcm/OJ37gDpUXgX2EcQstjPV90BWdopHam4CAMMKlUhrnBIXVuI9bJU4eFoQoGNG4nMxtVBEOTyLcze3bBnoL+JcVPslfOOgejcTmutjPvTifgkQc+csm0bhbtEFsJUyi4hGHaiTSEjN+wHjQN9ZkHupVM7xrSfaN0aDdQ5vlIp+r3iYR5Wseea5Iew77+7U3E/7xmhN2TViL8MELw+WxRN5IUAzopiXaEAo4yNoRxJcxfKe8zxTiaKtPTEk4nKH2d/JfUjwrFUsG+NG2ckRlSZJdkSY4UyTEpkwtSJTXCyYg8kCfybN1bj9aL9TqLzlmfMzvkB6y3D2GtozA=</latexit>

NN(x, ) ⇡ ytrue(x)
<latexit sha1_base64="CvBHO1sngpIB+iwXkt3rDxD687k=">AAAB6nicbVDLSgMxFM34rPVVdekmWARXQ2b6dFd040aoaB/QDiWTZtrQTGZIMkIZ+gluXCji1i9y59+YaYv4OnDhcM693HuPH3OmNEIf1srq2vrGZm4rv72zu7dfODhsqyiRhLZIxCPZ9bGinAna0kxz2o0lxaHPacefXGZ+555KxSJxp6cx9UI8EixgBGsj3fqD60GhiOzzetWtuBDZCNXcUjUjbq3slqBjlAxFsERzUHjvDyOShFRowrFSPQfF2kux1IxwOsv3E0VjTCZ4RHuGChxS5aXzU2fw1ChDGETSlNBwrn6fSHGo1DT0TWeI9Vj99jLxP6+X6KDupUzEiaaCLBYFCYc6gtnfcMgkJZpPDcFEMnMrJGMsMdEmnfwihAyVr5f/krZrOxUb3ZSLjYtlHDlwDE7AGXBADTTAFWiCFiBgBB7AE3i2uPVovVivi9YVazlzBH7AevsEj4uOHw==</latexit>

bM
<latexit sha1_base64="OmeQSNDbp37MQxkt8aiAQMb/5v0=">AAAB6nicbVDLSgMxFM3UV62vqks3wSK4GjLTp7uiG5cV7QPaoWTSTBuayQxJRihDP8GNC0Xc+kXu/BszbRFfBy4czrmXe+/xY86URujDyq2tb2xu5bcLO7t7+wfFw6OOihJJaJtEPJI9HyvKmaBtzTSnvVhSHPqcdv3pVeZ376lULBJ3ehZTL8RjwQJGsDbSrT90h8USsi8aNbfqQmQjVHfLtYy49Ypbho5RMpTACq1h8X0wikgSUqEJx0r1HRRrL8VSM8LpvDBIFI0xmeIx7RsqcEiVly5OncMzo4xgEElTQsOF+n0ixaFSs9A3nSHWE/Xby8T/vH6ig4aXMhEnmgqyXBQkHOoIZn/DEZOUaD4zBBPJzK2QTLDERJt0CssQMlS/Xv5LOq7tVG10Uyk1L1dx5MEJOAXnwAF10ATXoAXagIAxeABP4Nni1qP1Yr0uW3PWauYY/ID19glmn44E</latexit>

b2
<latexit sha1_base64="S6ONX1IU/keQxH0Q0MDM2hb8EoU=">AAAB6nicbVDLSgMxFM3UV62vqks3wSK4GjLTp7uiG5cV7QPaoWTSTBuayQxJRihDP8GNC0Xc+kXu/BszbRFfBy4czrmXe+/xY86URujDyq2tb2xu5bcLO7t7+wfFw6OOihJJaJtEPJI9HyvKmaBtzTSnvVhSHPqcdv3pVeZ376lULBJ3ehZTL8RjwQJGsDbSrT90hsUSsi8aNbfqQmQjVHfLtYy49Ypbho5RMpTACq1h8X0wikgSUqEJx0r1HRRrL8VSM8LpvDBIFI0xmeIx7RsqcEiVly5OncMzo4xgEElTQsOF+n0ixaFSs9A3nSHWE/Xby8T/vH6ig4aXMhEnmgqyXBQkHOoIZn/DEZOUaD4zBBPJzK2QTLDERJt0CssQMlS/Xv5LOq7tVG10Uyk1L1dx5MEJOAXnwAF10ATXoAXagIAxeABP4Nni1qP1Yr0uW3PWauYY/ID19gllG44D</latexit>

b1
<latexit sha1_base64="tUs5kn0uthsjxoDPkdn04kenyc0=">AAAB6nicbVDLSgMxFM3UV62vqks3wSK4GjLTp7uiG5cV7QPaoWTSTBuayQxJRihDP8GNC0Xc+kXu/BszbRFfBy4czrmXe+/xY86URujDyq2tb2xu5bcLO7t7+wfFw6OOihJJaJtEPJI9HyvKmaBtzTSnvVhSHPqcdv3pVeZ376lULBJ3ehZTL8RjwQJGsDbSbXfoDIslZF80am7VhchGqO6Waxlx6xW3DB2jZCiBFVrD4vtgFJEkpEITjpXqOyjWXoqlZoTTeWGQKBpjMsVj2jdU4JAqL12cOodnRhnBIJKmhIYL9ftEikOlZqFvOkOsJ+q3l4n/ef1EBw0vZSJONBVkuShIONQRzP6GIyYp0XxmCCaSmVshmWCJiTbpFJYhZKh+vfyXdFzbqdroplJqXq7iyIMTcArOgQPqoAmuQQu0AQFj8ACewLPFrUfrxXpdtuas1cwx+AHr7RNUWY34</latexit>

W1

<latexit sha1_base64="DpGjOl7djTYFW0ybP1Wa7/Kmi0s=">AAAB6nicbVDLSgMxFM3UV62vqks3wSK4GjLTp7uiG5cV7QPaoWTSTBuayQxJRihDP8GNC0Xc+kXu/BszbRFfBy4czrmXe+/xY86URujDyq2tb2xu5bcLO7t7+wfFw6OOihJJaJtEPJI9HyvKmaBtzTSnvVhSHPqcdv3pVeZ376lULBJ3ehZTL8RjwQJGsDbSbXfoDoslZF80am7VhchGqO6Waxlx6xW3DB2jZCiBFVrD4vtgFJEkpEITjpXqOyjWXoqlZoTTeWGQKBpjMsVj2jdU4JAqL12cOodnRhnBIJKmhIYL9ftEikOlZqFvOkOsJ+q3l4n/ef1EBw0vZSJONBVkuShIONQRzP6GIyYp0XxmCCaSmVshmWCJiTbpFJYhZKh+vfyXdFzbqdroplJqXq7iyIMTcArOgQPqoAmuQQu0AQFj8ACewLPFrUfrxXpdtuas1cwx+AHr7RNV3Y35</latexit>

W2
<latexit sha1_base64="ZywaRXDKu1us6eWrvKyhxONAaUU=">AAAB6nicbVDLSgMxFM34rPVVdekmWARXQ2b6dFd040aoaB/QDiWTZtrQTGZIMkIZ+gluXCji1i9y59+YaYv4OnDhcM693HuPH3OmNEIf1srq2vrGZm4rv72zu7dfODhsqyiRhLZIxCPZ9bGinAna0kxz2o0lxaHPacefXGZ+555KxSJxp6cx9UI8EixgBGsj3XYG14NCEdnn9apbcSGyEaq5pWpG3FrZLUHHKBmKYInmoPDeH0YkCanQhGOleg6KtZdiqRnhdJbvJ4rGmEzwiPYMFTikykvnp87gqVGGMIikKaHhXP0+keJQqWnom84Q67H67WXif14v0UHdS5mIE00FWSwKEg51BLO/4ZBJSjSfGoKJZOZWSMZYYqJNOvlFCBkqXy//JW3Xdio2uikXGxfLOHLgGJyAM+CAGmiAK9AELUDACDyAJ/BscevRerFeF60r1nLmCPyA9fYJfsmOFA==</latexit>

WM
<latexit sha1_base64="DPP0VAbSUYSDkqnWPuYzIHpen7I=">AAAB6HicbVDLSsNAFL2pr1pfVZeKDBbBVUmEou6Kbly2YB/QhjKZTtqxk0mYmQgldOnKjQtF3PoV/Q53foM/4SQt4uvAhcM593LvPV7EmdK2/W7lFhaXllfyq4W19Y3NreL2TlOFsSS0QUIeyraHFeVM0IZmmtN2JCkOPE5b3ugy9Vu3VCoWims9jqgb4IFgPiNYG6nu94olu2xnQH+JMyel6v60/nF3MK31im/dfkjigApNOFaq49iRdhMsNSOcTgrdWNEIkxEe0I6hAgdUuUl26AQdGaWP/FCaEhpl6veJBAdKjQPPdAZYD9VvLxX/8zqx9s/chIko1lSQ2SI/5kiHKP0a9ZmkRPOxIZhIZm5FZIglJtpkU8hCOE9R+Xr5L2melJ1K2a6bNC5ghjzswSEcgwOnUIUrqEEDCFC4h0d4sm6sB+vZepm15qz5zC78gPX6Cc/2kMY=</latexit>

f
<latexit sha1_base64="DPP0VAbSUYSDkqnWPuYzIHpen7I=">AAAB6HicbVDLSsNAFL2pr1pfVZeKDBbBVUmEou6Kbly2YB/QhjKZTtqxk0mYmQgldOnKjQtF3PoV/Q53foM/4SQt4uvAhcM593LvPV7EmdK2/W7lFhaXllfyq4W19Y3NreL2TlOFsSS0QUIeyraHFeVM0IZmmtN2JCkOPE5b3ugy9Vu3VCoWims9jqgb4IFgPiNYG6nu94olu2xnQH+JMyel6v60/nF3MK31im/dfkjigApNOFaq49iRdhMsNSOcTgrdWNEIkxEe0I6hAgdUuUl26AQdGaWP/FCaEhpl6veJBAdKjQPPdAZYD9VvLxX/8zqx9s/chIko1lSQ2SI/5kiHKP0a9ZmkRPOxIZhIZm5FZIglJtpkU8hCOE9R+Xr5L2melJ1K2a6bNC5ghjzswSEcgwOnUIUrqEEDCFC4h0d4sm6sB+vZepm15qz5zC78gPX6Cc/2kMY=</latexit>

f
<latexit sha1_base64="DPP0VAbSUYSDkqnWPuYzIHpen7I=">AAAB6HicbVDLSsNAFL2pr1pfVZeKDBbBVUmEou6Kbly2YB/QhjKZTtqxk0mYmQgldOnKjQtF3PoV/Q53foM/4SQt4uvAhcM593LvPV7EmdK2/W7lFhaXllfyq4W19Y3NreL2TlOFsSS0QUIeyraHFeVM0IZmmtN2JCkOPE5b3ugy9Vu3VCoWims9jqgb4IFgPiNYG6nu94olu2xnQH+JMyel6v60/nF3MK31im/dfkjigApNOFaq49iRdhMsNSOcTgrdWNEIkxEe0I6hAgdUuUl26AQdGaWP/FCaEhpl6veJBAdKjQPPdAZYD9VvLxX/8zqx9s/chIko1lSQ2SI/5kiHKP0a9ZmkRPOxIZhIZm5FZIglJtpkU8hCOE9R+Xr5L2melJ1K2a6bNC5ghjzswSEcgwOnUIUrqEEDCFC4h0d4sm6sB+vZepm15qz5zC78gPX6Cc/2kMY=</latexit>

f
<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓

<latexit sha1_base64="o06SBMpJt912K7R96REaKSSl+5A=">AAAB/nicbVDJSgNBEO1xjXEbFU9eGoPgQcJksnoQgl48RjALZMLQ0+kkTXoWumuEMAT8FS8eFPHqd3jzb+xJgrg9KHi8V0VVPS8SXIFlfRhLyyura+uZjezm1vbOrrm331JhLClr0lCEsuMRxQQPWBM4CNaJJCO+J1jbG1+lfvuOScXD4BYmEev5ZBjwAacEtOSahw6MGBB8gZ2k7fIz7Lncmbpmzsqf1yp22cZW3rKqdrGSErtasou4oJUUObRAwzXfnX5IY58FQAVRqluwIuglRAKngk2zTqxYROiYDFlX04D4TPWS2flTfKKVPh6EUlcAeKZ+n0iIr9TE93SnT2Ckfnup+J/XjWFQ6yU8iGJgAZ0vGsQCQ4jTLHCfS0ZBTDQhVHJ9K6YjIgkFnVh2HkKK8tfLf0nLzhfKeeumlKtfLuLIoCN0jE5RAVVRHV2jBmoiihL0gJ7Qs3FvPBovxuu8dclYzBygHzDePgE68JUq</latexit>

✓ = {Wi, bi} are learning parameters # of layers

Hidden Layers



Universal Approximation Theorem

DNNs,                , can approximate 
<latexit sha1_base64="LAZsJqEMRW82znDlrXj0gtPzB04=">AAAB63icbVBNS8NAEJ34WetX1aOXxSLUS0nEot6KXjxWsB/QhrLZbtqlu5uwuxFD6F/w4kERr/4hb/4bkzSIWh8MPN6bYWaeF3KmjW1/WkvLK6tr66WN8ubW9s5uZW+/o4NIEdomAQ9Uz8OaciZp2zDDaS9UFAuP0643vc787j1VmgXyzsQhdQUeS+Yzgk0mxbWHk2GlatftHGiROAWpQoHWsPIxGAUkElQawrHWfccOjZtgZRjhdFYeRJqGmEzxmPZTKrGg2k3yW2foOFVGyA9UWtKgXP05kWChdSy8tFNgM9F/vUz8z+tHxr9wEybDyFBJ5ov8iCMToOxxNGKKEsPjlGCiWHorIhOsMDFpPOU8hMsMje+XF0nntO406vbtWbV5VcRRgkM4gho4cA5NuIEWtIHABB7hGV4sYT1Zr9bbvHXJKmYO4Bes9y+hao4Z</latexit>

y(x)

<latexit sha1_base64="LAZsJqEMRW82znDlrXj0gtPzB04=">AAAB63icbVBNS8NAEJ34WetX1aOXxSLUS0nEot6KXjxWsB/QhrLZbtqlu5uwuxFD6F/w4kERr/4hb/4bkzSIWh8MPN6bYWaeF3KmjW1/WkvLK6tr66WN8ubW9s5uZW+/o4NIEdomAQ9Uz8OaciZp2zDDaS9UFAuP0643vc787j1VmgXyzsQhdQUeS+Yzgk0mxbWHk2GlatftHGiROAWpQoHWsPIxGAUkElQawrHWfccOjZtgZRjhdFYeRJqGmEzxmPZTKrGg2k3yW2foOFVGyA9UWtKgXP05kWChdSy8tFNgM9F/vUz8z+tHxr9wEybDyFBJ5ov8iCMToOxxNGKKEsPjlGCiWHorIhOsMDFpPOU8hMsMje+XF0nntO406vbtWbV5VcRRgkM4gho4cA5NuIEWtIHABB7hGV4sYT1Zr9bbvHXJKmYO4Bes9y+hao4Z</latexit>

y(x)

...

Existence Theorem

any continuous functions         

How to find such solutions? or how to train DNNs?



Loss Function

We tune the parameters minimizing some loss function

Example: 
Mean Squared Error 

(L2 Loss)

<latexit sha1_base64="YnASg7sshKhH92znelpq1g9Ei0s=">AAAB/nicbVDLSgNBEJyNrxhfq+LJy2AQIkjYFYN6C3rxFCKYB2RDmJ1MkiGzD2d6JWEJ+CtePCji1e/w5t84uwmixoKGoqqb7i43FFyBZX0amYXFpeWV7GpubX1jc8vc3qmrIJKU1WggAtl0iWKC+6wGHARrhpIRzxWs4Q6vEr9xz6TigX8L45C1PdL3eY9TAlrqmHsOsBHElcqkMOrwY+zcRaR71DHzVtFKgeeJPSN5NEO1Y3443YBGHvOBCqJUy7ZCaMdEAqeCTXJOpFhI6JD0WUtTn3hMteP0/Ak+1EoX9wKpywecqj8nYuIpNfZc3ekRGKi/XiL+57Ui6J23Y+6HETCfThf1IoEhwEkWuMsloyDGmhAqub4V0wGRhIJOLJeGcJGg9P3yPKmfFO1S0bo5zZcvZ3Fk0T46QAVkozNURteoimqIohg9omf0YjwYT8ar8TZtzRizmV30C8b7F3lYlUs=</latexit>

NN(xi, )

<latexit sha1_base64="/Iz3r0lucGVc4by/jMjT7/4wPwk=">AAACPXicbVBNSysxFM34WetX1aWbYBEqaJkRRd9CKL6NCxEFq0IzDpk00wYzHyZ3HpZh/pgb/8Pbvd3buFDE7du+zLSIXwdyOTn3XJJ7/EQKDbb9xxobn5icmq7MVGfn5hcWa0vLFzpOFeNtFstYXflUcyki3gYBkl8litPQl/zSv/lZ9C9/caVFHJ3DIOFuSHuRCASjYCSvdn7cILcp7W7gA0wCRVnm5NlJjolOQy8T+XV5kTyADsbktrCSYSkqJptbZBMPGnee2MBEiV4f3Ottr1a3m3YJ/JU4I1JHI5x6td+kG7M05BEwSbXuOHYCbkYVCCZ5XiWp5gllN7THO4ZGNOTazcrtc7xulC4OYmVOBLhU309kNNR6EPrGGVLo68+9Qvyu10kh2HczESUp8IgNHwpSiSHGRZS4KxRnIAeGUKaE+StmfWoyBBN4tQzhR4Hdt5W/kovtprPbtM926q3DURwVtIrWUAM5aA+10BE6RW3E0D36i57Qs/VgPVov1uvQOmaNZlbQB1j//gNpsa2s</latexit>

L( ) =
1

N

NX

i

[ � y(xi)]
2<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓
<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓

Training DNNs Data

Typically, by using gradient decent,  
parameters are optimized iteratively

learning rate (step size)the iteration (epoch)

<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓
<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓
<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓

<latexit sha1_base64="5bd3bEv4MfBo+bjW+xMpBkaxgKw=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBahXkoiFvUgFL14rGDaQhvKZrtp1242YXcjlNDf4MWDIl79Qd78N27TIGp9MPB4b4aZeX7MmdK2/WkVlpZXVteK66WNza3tnfLuXktFiSTUJRGPZMfHinImqKuZ5rQTS4pDn9O2P76e+e0HKhWLxJ2exNQL8VCwgBGsjeRW7y/t4365YtfsDGiRODmpQI5mv/zRG0QkCanQhGOluo4day/FUjPC6bTUSxSNMRnjIe0aKnBIlZdmx07RkVEGKIikKaFRpv6cSHGo1CT0TWeI9Uj99Wbif1430cG5lzIRJ5oKMl8UJBzpCM0+RwMmKdF8YggmkplbERlhiYk2+ZSyEC5mqH+/vEhaJzWnXrNvTyuNqzyOIhzAIVTBgTNowA00wQUCDB7hGV4sYT1Zr9bbvLVg5TP78AvW+xefQY4J</latexit>

(j = 0)



Loss Function

We tune the parameters minimizing some loss function

Example: 
Mean Squared Error 

(L2 Loss)

<latexit sha1_base64="YnASg7sshKhH92znelpq1g9Ei0s=">AAAB/nicbVDLSgNBEJyNrxhfq+LJy2AQIkjYFYN6C3rxFCKYB2RDmJ1MkiGzD2d6JWEJ+CtePCji1e/w5t84uwmixoKGoqqb7i43FFyBZX0amYXFpeWV7GpubX1jc8vc3qmrIJKU1WggAtl0iWKC+6wGHARrhpIRzxWs4Q6vEr9xz6TigX8L45C1PdL3eY9TAlrqmHsOsBHElcqkMOrwY+zcRaR71DHzVtFKgeeJPSN5NEO1Y3443YBGHvOBCqJUy7ZCaMdEAqeCTXJOpFhI6JD0WUtTn3hMteP0/Ak+1EoX9wKpywecqj8nYuIpNfZc3ekRGKi/XiL+57Ui6J23Y+6HETCfThf1IoEhwEkWuMsloyDGmhAqub4V0wGRhIJOLJeGcJGg9P3yPKmfFO1S0bo5zZcvZ3Fk0T46QAVkozNURteoimqIohg9omf0YjwYT8ar8TZtzRizmV30C8b7F3lYlUs=</latexit>

NN(xi, )

<latexit sha1_base64="/Iz3r0lucGVc4by/jMjT7/4wPwk=">AAACPXicbVBNSysxFM34WetX1aWbYBEqaJkRRd9CKL6NCxEFq0IzDpk00wYzHyZ3HpZh/pgb/8Pbvd3buFDE7du+zLSIXwdyOTn3XJJ7/EQKDbb9xxobn5icmq7MVGfn5hcWa0vLFzpOFeNtFstYXflUcyki3gYBkl8litPQl/zSv/lZ9C9/caVFHJ3DIOFuSHuRCASjYCSvdn7cILcp7W7gA0wCRVnm5NlJjolOQy8T+XV5kTyADsbktrCSYSkqJptbZBMPGnee2MBEiV4f3Ottr1a3m3YJ/JU4I1JHI5x6td+kG7M05BEwSbXuOHYCbkYVCCZ5XiWp5gllN7THO4ZGNOTazcrtc7xulC4OYmVOBLhU309kNNR6EPrGGVLo68+9Qvyu10kh2HczESUp8IgNHwpSiSHGRZS4KxRnIAeGUKaE+StmfWoyBBN4tQzhR4Hdt5W/kovtprPbtM926q3DURwVtIrWUAM5aA+10BE6RW3E0D36i57Qs/VgPVov1uvQOmaNZlbQB1j//gNpsa2s</latexit>

L( ) =
1

N

NX

i

[ � y(xi)]
2<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓
<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓

Training DNNs Data

Typically, by using gradient decent,  
parameters are optimized iteratively

learning rate (step size)the iteration (epoch)

<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓
<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓
<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓

<latexit sha1_base64="CWoLHgqStwLawXxPqE4u3eBkc5Q=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoMQL2FWDOpBCHrxGMGYQLKE2clsMmb24cysEJb8hBcPinj1d7z5N85uFlFjQUNR1U13lxsJrjTGn1ZhYXFpeaW4Wlpb39jcKm/v3KowlpS1aChC2XGJYoIHrKW5FqwTSUZ8V7C2O75M/fYDk4qHwY2eRMzxyTDgHqdEG6lTvTuvY4wP++UKruEMaJ7YOalAjma//NEbhDT2WaCpIEp1bRxpJyFScyrYtNSLFYsIHZMh6xoaEJ8pJ8nunaIDowyQF0pTgUaZ+nMiIb5SE981nT7RI/XXS8X/vG6svVMn4UEUaxbQ2SIvFkiHKH0eDbhkVIuJIYRKbm5FdEQkodpEVMpCOEtR/355ntwe1ex6DV8fVxoXeRxF2IN9qIINJ9CAK2hCCygIeIRneLHurSfr1XqbtRasfGYXfsF6/wL0H468</latexit>

(j = 5000)



We tune the parameters minimizing some loss function

Example: 
Mean Squared Error 

(L2 Loss)

<latexit sha1_base64="YnASg7sshKhH92znelpq1g9Ei0s=">AAAB/nicbVDLSgNBEJyNrxhfq+LJy2AQIkjYFYN6C3rxFCKYB2RDmJ1MkiGzD2d6JWEJ+CtePCji1e/w5t84uwmixoKGoqqb7i43FFyBZX0amYXFpeWV7GpubX1jc8vc3qmrIJKU1WggAtl0iWKC+6wGHARrhpIRzxWs4Q6vEr9xz6TigX8L45C1PdL3eY9TAlrqmHsOsBHElcqkMOrwY+zcRaR71DHzVtFKgeeJPSN5NEO1Y3443YBGHvOBCqJUy7ZCaMdEAqeCTXJOpFhI6JD0WUtTn3hMteP0/Ak+1EoX9wKpywecqj8nYuIpNfZc3ekRGKi/XiL+57Ui6J23Y+6HETCfThf1IoEhwEkWuMsloyDGmhAqub4V0wGRhIJOLJeGcJGg9P3yPKmfFO1S0bo5zZcvZ3Fk0T46QAVkozNURteoimqIohg9omf0YjwYT8ar8TZtzRizmV30C8b7F3lYlUs=</latexit>

NN(xi, )

<latexit sha1_base64="/Iz3r0lucGVc4by/jMjT7/4wPwk=">AAACPXicbVBNSysxFM34WetX1aWbYBEqaJkRRd9CKL6NCxEFq0IzDpk00wYzHyZ3HpZh/pgb/8Pbvd3buFDE7du+zLSIXwdyOTn3XJJ7/EQKDbb9xxobn5icmq7MVGfn5hcWa0vLFzpOFeNtFstYXflUcyki3gYBkl8litPQl/zSv/lZ9C9/caVFHJ3DIOFuSHuRCASjYCSvdn7cILcp7W7gA0wCRVnm5NlJjolOQy8T+XV5kTyADsbktrCSYSkqJptbZBMPGnee2MBEiV4f3Ottr1a3m3YJ/JU4I1JHI5x6td+kG7M05BEwSbXuOHYCbkYVCCZ5XiWp5gllN7THO4ZGNOTazcrtc7xulC4OYmVOBLhU309kNNR6EPrGGVLo68+9Qvyu10kh2HczESUp8IgNHwpSiSHGRZS4KxRnIAeGUKaE+StmfWoyBBN4tQzhR4Hdt5W/kovtprPbtM926q3DURwVtIrWUAM5aA+10BE6RW3E0D36i57Qs/VgPVov1uvQOmaNZlbQB1j//gNpsa2s</latexit>

L( ) =
1

N

NX

i

[ � y(xi)]
2<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓
<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓

Training DNNs Data

Typically, by using gradient decent,  
parameters are optimized iteratively

learning rate (step size)the iteration (epoch)

<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓
<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓
<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓

Automatic Differentiation

Adam Optimizer L-BFGS

Deep Neural Networks

<latexit sha1_base64="/3OwJzAB3wTFZrTYpVimrAAITJM=">AAAB8HicbVDLSgMxFM3UV62vqks3wSLUTcmIRV0IRTcuK9iHtEPJpJk2NskMSUYoQ7/CjQtF3Po57vwbM9NBfB24cDjnXu69x4840wahD6ewsLi0vFJcLa2tb2xulbd32jqMFaEtEvJQdX2sKWeStgwznHYjRbHwOe34k8vU79xTpVkob8w0op7AI8kCRrCx0m317tytI4QOB+UKqqEM8C9xc1IBOZqD8nt/GJJYUGkIx1r3XBQZL8HKMMLprNSPNY0wmeAR7VkqsaDaS7KDZ/DAKkMYhMqWNDBTv08kWGg9Fb7tFNiM9W8vFf/zerEJTr2EySg2VJL5oiDm0IQw/R4OmaLE8KklmChmb4VkjBUmxmZUykI4S1H/evkvaR/V3HoNXR9XGhd5HEWwB/ZBFbjgBDTAFWiCFiBAgAfwBJ4d5Tw6L87rvLXg5DO74Aect09lKI73</latexit>

(j = 15000)



Physics-Informed Neural Networks 
(PINNs)



Physics-Informed  
Neural Networks

PINNs incorporate physical laws (PDE, ODEs), directly into the training process.

<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓
<latexit sha1_base64="y+eu4NQ2KQGSEgMmiQM/kcrIeZ8=">AAAB/3icbVDLSsNQEL3xWeurKrhxEyxC3ZRULOquqAsXLirYBzQhTG5u20tvHt47EUvswl9x40IRt/6GO//GNA2i1gMDh3NmmJnjhIIrNIxPbWZ2bn5hMbeUX15ZXVsvbGw2VRBJyho0EIFsO6CY4D5rIEfB2qFk4DmCtZzB2dhv3TKpeOBf4zBklgc9n3c5BUwku7B9WTJvInD37dhEdofxOSCMRnahaJSNFPo0qWSkSDLU7cKH6QY08piPVIBSnYoRohWDRE4FG+XNSLEQ6AB6rJNQHzymrDi9f6TvJYqrdwOZlI96qv6ciMFTaug5SacH2Fd/vbH4n9eJsHtsxdwPI2Q+nSzqRkLHQB+HobtcMopimBCgkie36rQPEigmkeXTEE7GqH6/PE2aB+VKtWxcHRZrp1kcObJDdkmJVMgRqZELUicNQsk9eSTP5EV70J60V+1t0jqjZTNb5Be09y8VbpZK</latexit>

L( )Data

<latexit sha1_base64="0GVxqJgC4Dy22/r5TvHRv8Ng/Og=">AAACBHicbVC7SgNBFJ31GeMraplmMAixCRsxqF1QBAuLCOYB2WWZnUySIbMPZ+6KYdnCxl+xsVDE1o+w82+cTRZR44ELZ865l7n3uKHgCkzz05ibX1hcWs6t5FfX1jc2C1vbLRVEkrImDUQgOy5RTHCfNYGDYJ1QMuK5grXd0Vnqt2+ZVDzwr2EcMtsjA5/3OSWgJadQvCxbNxHp7TuxBewO4nP9Si2VJE6hZFbMCfAsqWakhDI0nMKH1Qto5DEfqCBKdatmCHZMJHAqWJK3IsVCQkdkwLqa+sRjyo4nRyR4Tys93A+kLh/wRP05ERNPqbHn6k6PwFD99VLxP68bQf/YjrkfRsB8Ov2oHwkMAU4TwT0uGQUx1oRQyfWumA6JJBR0bvlJCCcpat8nz5LWQaVaq5hXh6X6aRZHDhXRLiqjKjpCdXSBGqiJKLpHj+gZvRgPxpPxarxNW+eMbGYH/YLx/gVmUpi7</latexit>

L( )Equations
<latexit sha1_base64="EAkjgP67WHTOobNJQRn8jgsxNg4=">AAAB8nicbVDLSsNAFJ34rPVVdelmsAh1UxKxqAuh6MaFiwr2AWkok8mkHTqZiTMToYR+hhsXirj1a9z5N07SIGo9cOFwzr3ce48fM6q0bX9aC4tLyyurpbXy+sbm1nZlZ7ejRCIxaWPBhOz5SBFGOWlrqhnpxZKgyGek64+vMr/7QKSigt/pSUy8CA05DSlG2kjuTa1/n6DgCF7AQaVq1+0ccJ44BamCAq1B5aMfCJxEhGvMkFKuY8faS5HUFDMyLfcTRWKEx2hIXEM5iojy0vzkKTw0SgBDIU1xDXP150SKIqUmkW86I6RH6q+Xif95bqLDMy+lPE404Xi2KEwY1AJm/8OASoI1mxiCsKTmVohHSCKsTUrlPITzDI3vl+dJ57juNOr27Um1eVnEUQL74ADUgANOQRNcgxZoAwwEeATP4MXS1pP1ar3NWhesYmYP/IL1/gWJgZA+</latexit>

L( ) =
<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓
<latexit sha1_base64="k1Z7KFdIF6gpTpPo+CPF0PjI2EI=">AAAB7XicbVDJSgNBEO2JW4xb1KOXxiB4GmYmq7egF48RzALJEHo6PUmbnoXuGiEM+QcvHhTx6v9482/sSYK4PSh4vFdFVT0vFlyBZX0YubX1jc2t/HZhZ3dv/6B4eNRRUSIpa9NIRLLnEcUED1kbOAjWiyUjgSdY15teZX73nknFo/AWZjFzAzIOuc8pAS11BjBhQIbFkmVeNGpO1cGWaVl1p1zLiFOvOGVsayVDCa3QGhbfB6OIJgELgQqiVN+2YnBTIoFTweaFQaJYTOiUjFlf05AETLnp4to5PtPKCPuR1BUCXqjfJ1ISKDULPN0ZEJio314m/uf1E/AbbsrDOAEW0uUiPxEYIpy9jkdcMgpipgmhkutbMZ0QSSjogArLEDJUv17+SzqOaVdN66ZSal6u4sijE3SKzpGN6qiJrlELtRFFd+gBPaFnIzIejRfjddmaM1Yzx+gHjLdPHvWPoQ==</latexit>

✓
<latexit sha1_base64="WELdOULqpb8xhqfnnQxOML2jg6M=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBAEIWzEoN6CXjwmYB6QLGF20puMmX0wMyuEJV/gxYMiXv0kb/6Ns5tF1FjQUFR1093lRoIrbduf1tLyyuraemGjuLm1vbNb2ttvqzCWDFssFKHsulSh4AG2NNcCu5FE6rsCO+7kJvU7DygVD4M7PY3Q8eko4B5nVBupeToole2KnYEskmpOypCjMSh99Ichi30MNBNUqV7VjrSTUKk5Ezgr9mOFEWUTOsKeoQH1UTlJduiMHBtlSLxQmgo0ydSfEwn1lZr6run0qR6rv14q/uf1Yu1dOgkPolhjwOaLvFgQHZL0azLkEpkWU0Mok9zcStiYSsq0yaaYhXCVovb98iJpn1WqtYrdPC/Xr/M4CnAIR3ACVbiAOtxCA1rAAOERnuHFureerFfrbd66ZOUzB/AL1vsXiYuM5A==</latexit>

+

Physical LossData Loss

To ensure the model  
fits the available data points

To encode the governing 
physical equations

Standard NN  
(solely rely on data)

1) to construct robust models (even with limited or noisy data)

2) a new (forward problem) solver to model system dynamics

preventing  
overfitting problem

3) an inverse problem solver to learn the underlying physical parameters of the system



Broad Applicability 
of PINNs

Data 
+ 

Eqns



Data +  
Navier-Stokes Eqns



Example

PyTorch

DNNs

Loss
Physical Loss Data Loss

Damping coefficient Spring constant

<latexit sha1_base64="8ygjblkd04UO+iF8k+q79z47mBw=">AAACHXicbZBLSwMxFIUz9VXrq+rSTbBIK0qZSou6EEQ3LhWsCp1aMultG8w8SO5IS+kfceNfceNCERduxH9jZhxErQcCH+fckNzjhlJotO0PKzMxOTU9k53Nzc0vLC7ll1cudBApDnUeyEBduUyDFD7UUaCEq1AB81wJl+7NcZxf3oLSIvDPcRBC02NdX3QEZ2isVr7aLxZLuEm36A51tqnTBokspn5qO4EHXdayr5O8b8wDu5Uv2GU7ER2HSgoFkuq0lX9z2gGPPPCRS6Z1o2KH2BwyhYJLGOWcSEPI+A3rQsOgzzzQzWGy3YhuGKdNO4Eyx0eauD9vDJmn9cBzzaTHsKf/ZrH5X9aIsLPXHAo/jBB8/vVQJ5IUAxpXRdtCAUc5MMC4EuavlPeYYhxNobmkhP1Yte+Vx+Fip1yple2zauHwKK0jS9bIOimRCtklh+SEnJI64eSOPJAn8mzdW4/Wi/X6NZqx0jur5Jes90+Pd5zL</latexit>

x00(t) + 2 � x0(t) + !2
0 x(t) = 0

<latexit sha1_base64="5EPCdgb2FG1OVCN+hTexO2qID1E=">AAAB/HicbVBNS8NAEN3Ur1q/oj16WSxCvZRELCp4KHrxWMHaQhPCZjNpl24+2N0IIdS/4sWDIl79Id78NyZpEbU+GHi8N8PMPDfmTCrD+NQqS8srq2vV9drG5tb2jr67dyejRFDo0YhHYuASCZyF0FNMcRjEAkjgcui7k6vC79+DkCwKb1Uagx2QUch8RonKJUevNy0PuCL4AltRACPiGEeO3jBaRgm8SMw5aaA5uo7+YXkRTQIIFeVEyqFpxMrOiFCMcpjWrERCTOiEjGCY05AEIO2sPH6KD3PFw34k8goVLtWfExkJpEwDN+8MiBrLv14h/ucNE+Wf2RkL40RBSGeL/IRjFeEiCewxAVTxNCeECpbfiumYCEJVnletDOG8QPv75UVyd9wy2y3j5qTRuZzHUUX76AA1kYlOUQddoy7qIYpS9Iie0Yv2oD1pr9rbrLWizWfq6Be09y/l/pPF</latexit>

(� < !0)
<latexit sha1_base64="P7uqsYgtXqAJiPWgSwSx5VBVdZM=">AAAB/HicbVBNS8NAEN3Ur1q/oj16WSxCvZRELOpFil48VrC20ISw2UzapZsPdjdCCPWvePGgiFd/iDf/jUlaRK0PBh7vzTAzz405k8owPrXK0vLK6lp1vbaxubW9o+/u3ckoERR6NOKRGLhEAmch9BRTHAaxABK4HPru5Krw+/cgJIvCW5XGYAdkFDKfUaJyydHrTcsDrgi+wFYUwIg4xpGjN4yWUQIvEnNOGmiOrqN/WF5EkwBCRTmRcmgasbIzIhSjHKY1K5EQEzohIxjmNCQBSDsrj5/iw1zxsB+JvEKFS/XnREYCKdPAzTsDosbyr1eI/3nDRPlndsbCOFEQ0tkiP+FYRbhIAntMAFU8zQmhguW3YjomglCV51UrQzgv0P5+eZHcHbfMdsu4OWl0LudxVNE+OkBNZKJT1EHXqIt6iKIUPaJn9KI9aE/aq/Y2a61o85k6+gXt/QvpGpPH</latexit>

(� > !0)
<latexit sha1_base64="KFqCjXLUsZQxbHkW6PyZN8ypIlM=">AAAB/HicbVBNS8NAEN3Ur1q/oj16WSxCvZRELOpBKHrxWMHaQhPCZjNpl24+2N0IIdS/4sWDIl79Id78NyZpEbU+GHi8N8PMPDfmTCrD+NQqS8srq2vV9drG5tb2jr67dyejRFDo0YhHYuASCZyF0FNMcRjEAkjgcui7k6vC79+DkCwKb1Uagx2QUch8RonKJUevNy0PuCL4AltRACPiGEeO3jBaRgm8SMw5aaA5uo7+YXkRTQIIFeVEyqFpxMrOiFCMcpjWrERCTOiEjGCY05AEIO2sPH6KD3PFw34k8goVLtWfExkJpEwDN+8MiBrLv14h/ucNE+Wf2RkL40RBSGeL/IRjFeEiCewxAVTxNCeECpbfiumYCEJVnletDOG8QPv75UVyd9wy2y3j5qTRuZzHUUX76AA1kYlOUQddoy7qIYpS9Iie0Yv2oD1pr9rbrLWizWfq6Be09y/njJPG</latexit>

(� = !0)

Damped Harmonic Oscillator

<latexit sha1_base64="YJWqa9TUQcLOADw/+awL2Rl0k2Q=">AAACCnicbVDLSgMxFM3UV62vUZduokVooZSZYlEXQtGNywr2AZ1hyKR32tDMgyQjlNK1G3/FjQtF3PoF7vwb0wei1gMXTs65l9x7/IQzqSzr08gsLa+srmXXcxubW9s75u5eU8apoNCgMY9F2ycSOIugoZji0E4EkNDn0PIHVxO/dQdCsji6VcME3JD0IhYwSpSWPPOw4HSBK1JyStiJQ+gRzyriC1yw9buEK1bRM/NW2ZoCLxJ7TvJojrpnfjjdmKYhRIpyImXHthLljohQjHIY55xUQkLogPSgo2lEQpDuaHrKGB9rpYuDWOiKFJ6qPydGJJRyGPq6MySqL/96E/E/r5Oq4MwdsShJFUR09lGQcqxiPMkFd5kAqvhQE0IF07ti2ieCUKXTy01DOJ+g+n3yImlWyna1bN2c5GuX8ziy6AAdoQKy0SmqoWtURw1E0T16RM/oxXgwnoxX423WmjHmM/voF4z3L2Yrlv4=</latexit>

(�, !0) = (1, 20)

Data Preparation

nn: Neural Networks

Training  
parameters

<latexit sha1_base64="E1mHRaUWO7bA1GeSMQ448psPuMM=">AAAB7XicbVBNS8NAEN34WetX1aOXxSJ4KolY1FvRi8cK9gPaUDabSbt2sxt2N0Ip/Q9ePCji1f/jzX/jJg2i1gcDj/dmmJkXJJxp47qfztLyyuraemmjvLm1vbNb2dtva5kqCi0quVTdgGjgTEDLMMOhmyggccChE4yvM7/zAEozKe7MJAE/JkPBIkaJsVK7HwI3ZFCpujU3B14kXkGqqEBzUPnoh5KmMQhDOdG657mJ8adEGUY5zMr9VENC6JgMoWepIDFof5pfO8PHVglxJJUtYXCu/pyYkljrSRzYzpiYkf7rZeJ/Xi810YU/ZSJJDQg6XxSlHBuJs9dxyBRQwyeWEKqYvRXTEVGEGhtQOQ/hMkP9++VF0j6tefWae3tWbVwVcZTQITpCJ8hD56iBblATtRBF9+gRPaMXRzpPzqvzNm9dcoqZA/QLzvsXqZKPUQ==</latexit>

�
<latexit sha1_base64="h1lKA6vJ3qDwN5EKTqBpG9ZRDrg=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0nEot6KXjxWsLXQhrLZbtqlu5u4uxFK6J/w4kERr/4db/4bN2kQtT4YeLw3w8y8IOZMG9f9dEpLyyura+X1ysbm1vZOdXevo6NEEdomEY9UN8CaciZp2zDDaTdWFIuA07tgcpX5dw9UaRbJWzONqS/wSLKQEWys1O1Hgo7wwB1Ua27dzYEWiVeQGhRoDaof/WFEEkGlIRxr3fPc2PgpVoYRTmeVfqJpjMkEj2jPUokF1X6a3ztDR1YZojBStqRBufpzIsVC66kIbKfAZqz/epn4n9dLTHjup0zGiaGSzBeFCUcmQtnzaMgUJYZPLcFEMXsrImOsMDE2okoewkWGxvfLi6RzUvcadffmtNa8LOIowwEcwjF4cAZNuIYWtIEAh0d4hhfn3nlyXp23eWvJKWb24Rec9y/QCY/z</latexit>!0

Optimizer

Auto-grad



1) to construct robust models (even with limited or noisy data) preventing  
overfitting problem

Standard Neural Network solution

“It’s suffering from the overfitting problem  
even in simple example”

(training only with data)

Physics-Informed  
Neural Network solution

(training with data + equations)

“PINN allows accurate predictions even 
with limited training data”

“It’s quite poor outside the data domain”

“Working well even outside the data domain”



2) a new (forward problem) solver to model system dynamics

Boundary Conditions Equation of Motion

<latexit sha1_base64="d8gGnatIzR8Qa6Yw3oJMVUYesrk=">AAACQXicbZDNSxtBGMZn/ag2ao322MtgKCSIYVcU9SBIpeBRwXxANi6zk3eTIbMfzLwrCcv+a178D7x59+KhpXjtpbNrKLH2gYGH3/O+zMzjJ1JotO1Ha2FxafnDyurHytr6xqfN6tZ2W8ep4tDisYxV12capIighQIldBMFLPQldPzxeZF3bkFpEUfXOE2gH7JhJALBGRrkVbsTL3MRJph9nzCOeV7HBj2lcJPtuQOQyCjmroQA69xzCizcOIRhgeku5d5+OToHqavEcIQNr1qzm3Yp+t44M1MjM1161Qd3EPM0hAi5ZFr3HDvBfsYUCi4hr7iphoTxMRtCz9iIhaD7WdlATr8aMqBBrMyJkJZ0fiNjodbT0DeTIcOR/jcr4P+yXorBcT8TUZIiRPz1oiCVFGNa1EkHQgFHOTWGcSXMWykfMWWqNKVXyhJOCh3+/fJ7095vOodN++qgdvZtVscq+UJ2SJ045IickQtySVqEkzvyRH6Qn9a99Wz9sl5eRxes2c5n8kbW7z/xHa9c</latexit>

xExact(t) = e��t
�
c1e

i!t + c2e
�i!t

�

<latexit sha1_base64="8Uc8+C0ICynzYGAB4XcJBDX0ROE=">AAACD3icbVDJSgNBEO2JW4xb1KOXxqB4MUyCwQWEoBePEcwCmUno6VSSJj2L3TVCGPIHXvwVLx4U8erVm3/jTBJEjQ8KXr9XRVc9J5BCo2l+Gqm5+YXFpfRyZmV1bX0ju7lV036oOFS5L33VcJgGKTyookAJjUABcx0JdWdwmfj1O1Ba+N4NDgOwXdbzRFdwhrHUzu5bvgs9Rs/OqaVvFUaTd9tsFekhtTogkbWKo3Y2Z+bNMegsKUxJjkxRaWc/rI7PQxc85JJp3SyYAdoRUyi4hFHGCjUEjA9YD5ox9ZgL2o7G94zoXqx0aNdXcXlIx+rPiYi5Wg9dJ+50Gfb1Xy8R//OaIXZP7Eh4QYjg8clH3VBS9GkSDu0IBRzlMCaMKxHvSnmfKcYxjjAzDuE0Qen75FlSK+YLpbx5fZQrX0zjSJMdsksOSIEckzK5IhVSJZzck0fyTF6MB+PJeDXeJq0pYzqzTX7BeP8C+jWbfQ==</latexit>

! :=
q

!2
0 � �2

<latexit sha1_base64="YJWqa9TUQcLOADw/+awL2Rl0k2Q=">AAACCnicbVDLSgMxFM3UV62vUZduokVooZSZYlEXQtGNywr2AZ1hyKR32tDMgyQjlNK1G3/FjQtF3PoF7vwb0wei1gMXTs65l9x7/IQzqSzr08gsLa+srmXXcxubW9s75u5eU8apoNCgMY9F2ycSOIugoZji0E4EkNDn0PIHVxO/dQdCsji6VcME3JD0IhYwSpSWPPOw4HSBK1JyStiJQ+gRzyriC1yw9buEK1bRM/NW2ZoCLxJ7TvJojrpnfjjdmKYhRIpyImXHthLljohQjHIY55xUQkLogPSgo2lEQpDuaHrKGB9rpYuDWOiKFJ6qPydGJJRyGPq6MySqL/96E/E/r5Oq4MwdsShJFUR09lGQcqxiPMkFd5kAqvhQE0IF07ti2ieCUKXTy01DOJ+g+n3yImlWyna1bN2c5GuX8ziy6AAdoQKy0SmqoWtURw1E0T16RM/oxXgwnoxX423WmjHmM/voF4z3L2Yrlv4=</latexit>

(�, !0) = (1, 20)

Training

Minimizing 
Loss 

Function



3) an inverse problem solver to learn the underlying physical 
parameters of the system

Equation of Motion

Training

Data or B.C.s

<latexit sha1_base64="YJWqa9TUQcLOADw/+awL2Rl0k2Q=">AAACCnicbVDLSgMxFM3UV62vUZduokVooZSZYlEXQtGNywr2AZ1hyKR32tDMgyQjlNK1G3/FjQtF3PoF7vwb0wei1gMXTs65l9x7/IQzqSzr08gsLa+srmXXcxubW9s75u5eU8apoNCgMY9F2ycSOIugoZji0E4EkNDn0PIHVxO/dQdCsji6VcME3JD0IhYwSpSWPPOw4HSBK1JyStiJQ+gRzyriC1yw9buEK1bRM/NW2ZoCLxJ7TvJojrpnfjjdmKYhRIpyImXHthLljohQjHIY55xUQkLogPSgo2lEQpDuaHrKGB9rpYuDWOiKFJ6qPydGJJRyGPq6MySqL/96E/E/r5Oq4MwdsShJFUR09lGQcqxiPMkFd5kAqvhQE0IF07ti2ieCUKXTy01DOJ+g+n3yImlWyna1bN2c5GuX8ziy6AAdoQKy0SmqoWtURw1E0T16RM/oxXgwnoxX423WmjHmM/voF4z3L2Yrlv4=</latexit>

(�, !0) = (1, 20)



3) an inverse problem solver to learn the underlying physical 
parameters of the system

Equation of MotionData or B.C.s

Finding potentials !!

<latexit sha1_base64="5Gd4XAccAUjc8IB6nyIwQjkuiU8=">AAACAnicbVDLSgNBEJz1GeMr6km8DAYhQggbMagHIejFY4S8ILuE2UknGTL7YKZXEpbgxV/x4kERr36FN//GzSaIGgsaiqpuurucQAqNpvlpLCwuLa+sptbS6xubW9uZnd269kPFocZ96aumwzRI4UENBUpoBgqY60hoOIPrid+4A6WF71VxFIDtsp4nuoIzjKV2Zt9CGGJUVSGMqZW38rSeGx7TSzpsZ7JmwUxA50lxRrJkhko782F1fB664CGXTOtW0QzQjphCwSWM01aoIWB8wHrQiqnHXNB2lLwwpkex0qFdX8XlIU3UnxMRc7UeuU7c6TLs67/eRPzPa4XYPbcj4QUhgseni7qhpOjTSR60IxRwlKOYMK5EfCvlfaYYxzi1dBLCxQSl75fnSf2kUCwVzNvTbPlqFkeKHJBDkiNFckbK5IZUSI1wck8eyTN5MR6MJ+PVeJu2LhizmT3yC8b7F/Q8lfc=</latexit>

True V (x) = x

<latexit sha1_base64="pOw4sscKgIekMIA0py3qzWEj8BY=">AAACGXicbVDLSgNBEJyNrxhfUY9eBoOgIGEjBvUmiqCXEMHEQDaE2UmvDpl9MNMrhiW/4cVf8eJBEY968m+cTRbxVdBQVHXT3eVGUmi07Q8rNzE5NT2Tny3MzS8sLhWXV5o6jBWHBg9lqFou0yBFAA0UKKEVKWC+K+HS7R+n/uUNKC3C4AIHEXR8dhUIT3CGRuoWbQfhFpMTjcJnCL0hdbadbdrcvN0as7HvqdCn9bNabdgtluyyPQL9SyoZKZEM9W7xzemFPPYhQC6Z1u2KHWEnYQoFlzAsOLGGiPE+u4K2oQHzQXeS0WdDumGUHvVCZSpAOlK/TyTM13rgu6bTnH+tf3up+J/XjtHb7yQiiGKEgI8XebGkGNI0JtoTCjjKgSGMK2FupfyaKcbRhFkYhXCQovr18l/S3ClXqmX7fLd0eJTFkSdrZJ1skgrZI4fklNRJg3ByRx7IE3m27q1H68V6HbfmrGxmlfyA9f4JUDGfWg==</latexit>

Estimated V (x) from PINN

<latexit sha1_base64="VbjXeZ8sdlegb0UnJwjsuGeLTUo=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKWzEoN6CXjwmYB6QLGF20puMmX0wMyuEJV/gxYMiXv0kb/6Ns5tF1FjQUFR1093lRoIrbdufVmFldW19o7hZ2tre2d0r7x90VBhLhm0WilD2XKpQ8ADbmmuBvUgi9V2BXXd6k/rdB5SKh8GdnkXo+HQccI8zqo3U0sNyxa7aGcgyqeWkAjmaw/LHYBSy2MdAM0GV6tfsSDsJlZozgfPSIFYYUTalY+wbGlAflZNkh87JiVFGxAulqUCTTP05kVBfqZnvmk6f6on666Xif14/1t6lk/AgijUGbLHIiwXRIUm/JiMukWkxM4Qyyc2thE2opEybbEpZCFcp6t8vL5POWbVWr9qt80rjOo+jCEdwDKdQgwtowC00oQ0MEB7hGV6se+vJerXeFq0FK585hF+w3r8A+C+NLQ==</latexit>

t

<latexit sha1_base64="VbjXeZ8sdlegb0UnJwjsuGeLTUo=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKWzEoN6CXjwmYB6QLGF20puMmX0wMyuEJV/gxYMiXv0kb/6Ns5tF1FjQUFR1093lRoIrbdufVmFldW19o7hZ2tre2d0r7x90VBhLhm0WilD2XKpQ8ADbmmuBvUgi9V2BXXd6k/rdB5SKh8GdnkXo+HQccI8zqo3U0sNyxa7aGcgyqeWkAjmaw/LHYBSy2MdAM0GV6tfsSDsJlZozgfPSIFYYUTalY+wbGlAflZNkh87JiVFGxAulqUCTTP05kVBfqZnvmk6f6on666Xif14/1t6lk/AgijUGbLHIiwXRIUm/JiMukWkxM4Qyyc2thE2opEybbEpZCFcp6t8vL5POWbVWr9qt80rjOo+jCEdwDKdQgwtowC00oQ0MEB7hGV6se+vJerXeFq0FK585hF+w3r8A+C+NLQ==</latexit>

t
<latexit sha1_base64="NCzvAndH9RSYcn2ipiE52W3+Z5Q=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8hV0xqLegF48JmAckS5id9CZjZh/MzIoh5Au8eFDEq5/kzb9xdrOIGgsaiqpuuru8WHClbfvTWlpeWV1bL2wUN7e2d3ZLe/stFSWSYZNFIpIdjyoUPMSm5lpgJ5ZIA09g2xtfp377HqXiUXirJzG6AR2G3OeMaiM1Hvqlsl2xM5BF4uSkDDnq/dJHbxCxJMBQM0GV6jp2rN0plZozgbNiL1EYUzamQ+waGtIAlTvNDp2RY6MMiB9JU6EmmfpzYkoDpSaBZzoDqkfqr5eK/3ndRPsX7pSHcaIxZPNFfiKIjkj6NRlwiUyLiSGUSW5uJWxEJWXaZFPMQrhMUf1+eZG0TitOtWI3zsq1qzyOAhzCEZyAA+dQgxuoQxMYIDzCM7xYd9aT9Wq9zVuXrHzmAH7Bev8C/j+NMQ==</latexit>x <latexit sha1_base64="NCzvAndH9RSYcn2ipiE52W3+Z5Q=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8hV0xqLegF48JmAckS5id9CZjZh/MzIoh5Au8eFDEq5/kzb9xdrOIGgsaiqpuuru8WHClbfvTWlpeWV1bL2wUN7e2d3ZLe/stFSWSYZNFIpIdjyoUPMSm5lpgJ5ZIA09g2xtfp377HqXiUXirJzG6AR2G3OeMaiM1Hvqlsl2xM5BF4uSkDDnq/dJHbxCxJMBQM0GV6jp2rN0plZozgbNiL1EYUzamQ+waGtIAlTvNDp2RY6MMiB9JU6EmmfpzYkoDpSaBZzoDqkfqr5eK/3ndRPsX7pSHcaIxZPNFfiKIjkj6NRlwiUyLiSGUSW5uJWxEJWXaZFPMQrhMUf1+eZG0TitOtWI3zsq1qzyOAhzCEZyAA+dQgxuoQxMYIDzCM7xYd9aT9Wq9zVuXrHzmAH7Bev8C/j+NMQ==</latexit>x

<latexit sha1_base64="bFaY2xtNnESG1AkpgBoWNu0hrZ0=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKWzEoN6CXjwmYB6QLGF20puMmX0wMyuEJV/gxYMiXv0kb/6Ns5tF1FjQUFR1093lRoIrbdufVmFldW19o7hZ2tre2d0r7x90VBhLhm0WilD2XKpQ8ADbmmuBvUgi9V2BXXd6k/rdB5SKh8GdnkXo+HQccI8zqo3U6gzLFbtqZyDLpJaTCuRoDssfg1HIYh8DzQRVql+zI+0kVGrOBM5Lg1hhRNmUjrFvaEB9VE6SHTonJ0YZES+UpgJNMvXnREJ9pWa+azp9qifqr5eK/3n9WHuXTsKDKNYYsMUiLxZEhyT9moy4RKbFzBDKJDe3EjahkjJtsillIVylqH+/vEw6Z9VavWq3ziuN6zyOIhzBMZxCDS6gAbfQhDYwQHiEZ3ix7q0n69V6W7QWrHzmEH7Bev8CyreNDw==</latexit>

V

<latexit sha1_base64="bFaY2xtNnESG1AkpgBoWNu0hrZ0=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKWzEoN6CXjwmYB6QLGF20puMmX0wMyuEJV/gxYMiXv0kb/6Ns5tF1FjQUFR1093lRoIrbdufVmFldW19o7hZ2tre2d0r7x90VBhLhm0WilD2XKpQ8ADbmmuBvUgi9V2BXXd6k/rdB5SKh8GdnkXo+HQccI8zqo3U6gzLFbtqZyDLpJaTCuRoDssfg1HIYh8DzQRVql+zI+0kVGrOBM5Lg1hhRNmUjrFvaEB9VE6SHTonJ0YZES+UpgJNMvXnREJ9pWa+azp9qifqr5eK/3n9WHuXTsKDKNYYsMUiLxZEhyT9moy4RKbFzBDKJDe3EjahkjJtsillIVylqH+/vEw6Z9VavWq3ziuN6zyOIhzBMZxCDS6gAbfQhDYwQHiEZ3ix7q0n69V6W7QWrHzmEH7Bev8CyreNDw==</latexit>

V



Handful  Examples

AdS/QCD, CMT, QI



AdS/QCD, CMT

(PRD)



Setup

=

Action

Bulk 
Fields

“to break translational sym.”

DNNs

Analogy

<latexit sha1_base64="ZuzVZgHxLQtoHnaKsjeqC2dDI3U=">AAACInicbZBLSwMxFIUz9VXrq+rSTbAIFUqZikW7q7pxWcE+oFOGTJq2oZnMkNxRy9Df4sa/4saFoq4Ef4yZtohaDwQ+zrkhuccLBddg2x9WamFxaXklvZpZW9/Y3Mpu7zR0ECnK6jQQgWp5RDPBJasDB8FaoWLE9wRresOLJG/eMKV5IK9hFLKOT/qS9zglYCw3W7nLwyF2Co7i/QEQpYJbp4D7buz4kSOjcV4laQGfuWAwIScccGzYzebsoj0RnofSDHJoppqbfXO6AY18JoEKonW7ZIfQiYkCTgUbZ5xIs5DQIemztkFJfKY78WTFMT4wThf3AmWOBDxxf96Iia/1yPfMpE9goP9miflf1o6gd9qJuQwjYJJOH+pFAkOAk75wlytGQYwMEKq4+SumA6IIBdNqZlJCJVH5e+V5aBwVS+WifXWcq57P6kijPbSP8qiETlAVXaIaqiOK7tEjekYv1oP1ZL1a79PRlDW7s4t+yfr8AsGUoWk=</latexit>

x(t) ! gµ⌫(r) , At(r) ,�(r)

<latexit sha1_base64="W4OahcnWdEsA6ybVLLxaBQpqCbY=">AAACEXicbZDNSsNAFIUn/tb6F3XpZrAIEUpJxKLuim5cVrBpsQllMp00QyeZMDNRS+gruPFV3LhQxK07d76NSVpErQcGPs69lzv3eDGjUpnmpzY3v7C4tFxaKa+urW9s6lvbtuSJwKSFOeOi4yFJGI1IS1HFSCcWBIUeI21veJ7X2zdESMqjKzWKiRuiQUR9ipHKrJ5u2MbdAXSqjqCDQCEh+K1ThbbhxAHN/Sq8nnBPr5g1sxCcBWsKFTBVs6d/OH2Ok5BECjMkZdcyY+WmSCiKGRmXnUSSGOEhGpBuhhEKiXTT4qIx3M+cPvS5yF6kYOH+nEhRKOUo9LLOEKlA/q3l5n+1bqL8EzelUZwoEuHJIj9hUHGYxwP7VBCs2CgDhAXN/gpxgATCKguxXIRwmqv+ffIs2Ic1q14zL48qjbNpHCWwC/aAASxwDBrgAjRBC2BwDx7BM3jRHrQn7VV7m7TOadOZHfBL2vsXdZWbBA==</latexit>

V (x) ! V (�) , Z(�)

Damped Harmonic Oscillator

<latexit sha1_base64="5EwY1/Oo2IKHcf4dndnQBUZ6ht0=">AAACF3icbVBNS0JBFJ3Xp9mX1bLNkIRKIk9JqkUgtWlpkB/gM5k3XnVw3gcz94Ui/os2/ZU2LYpoW7v+TU99RGUHLhzOuZd777F9KTSa5qexsLi0vLIaW4uvb2xubSd2dqvaCxSHCvekp+o20yCFCxUUKKHuK2COLaFm9y8nfu0OlBaee4NDH5oO67qiIzjDUGolcoNUKo0ZekQL1MpabZDIrOwg0izPgS5rmbcFWk0PMudmK5E0c+YUdJ7kI5IkEcqtxIfV9njggItcMq0bedPH5ogpFFzCOG4FGnzG+6wLjZC6zAHdHE3/GtPDUGnTjqfCcpFO1Z8TI+ZoPXTssNNh2NN/vYn4n9cIsHPaHAnXDxBcPlvUCSRFj05Com2hgKMchoRxJcJbKe8xxTiGUcanIZxNUPx+eZ5UC7l8MWdeHydLF1EcMbJPDkia5MkJKZErUiYVwsk9eSTP5MV4MJ6MV+Nt1rpgRDN75BeM9y+wfZtp</latexit>

x00(t) + 2 � x0(t) + !2
0V (x) = 0

<latexit sha1_base64="wR4nMwTdqtZbq6l3F/2qomSo9Nc=">AAACFnicbVDLSitBEO3xba6PqEs3jeHCXcQwEYO6E924VDAqpEOo6VSSxp7pobtGCUO+wo2/4saFIm7FnX9jJwbxcQ8UnD6niq46UaqVozB8CyYmp6ZnZufmC38WFpeWiyurZ85kVmJdGm3sRQQOtUqwToo0XqQWIY40nkeXh0P//AqtUyY5pX6KzRi6ieooCeSlVnFT5KKNmkCUy6IsTIxdaIViwP3Dqm6PwFpzLcpcREjQKpbCSjgC/02qY1JiYxy3iq+ibWQWY0JSg3ONaphSMwdLSmocFETmMAV5CV1seJpAjK6Zj84a8L9eafOOsb4S4iP160QOsXP9OPKdMVDP/fSG4v+8Rkad3WaukjQjTOTHR51MczJ8mBFvK4uSdN8TkFb5XbnsgQVJPsnCKIS9IWqfJ/8mZ1uVaq0SnmyX9g/GccyxdbbB/rEq22H77IgdszqT7IbdsQf2GNwG98FT8PzROhGMZ9bYNwQv7xSWntU=</latexit>

{� , !0} ! �



Setup

Loss 
Function

<latexit sha1_base64="sePZFFCagHPjIy4+mI75hTMo/4U=">AAACC3icbVDLSsNAFJ34rPUVdelmaBEEoSRiURdC8QEuKlawD2hLmUyn7dDJJMzciCVk78ZfceNCEbf+gDv/xrQNRa0HLhzOuZd773F8wTVY1pcxMzs3v7CYWkovr6yurZsbmxXtBYqyMvWEp2oO0UxwycrAQbCarxhxHcGqTv9s6FfvmNLck7cw8FnTJV3JO5wSiKWWmSmeFFthA9g9hOcESBThPTxRLq6voqhlZq2cNQKeJnZCsihBqWV+NtoeDVwmgQqidd22fGiGRAGngkXpRqCZT2ifdFk9ppK4TDfD0S8R3omVNu54Ki4JeKT+nAiJq/XAdeJOl0BP//WG4n9ePYDOUTPk0g+ASTpe1AkEBg8Pg8FtrhgFMYgJoYrHt2LaI4pQiONLj0I4HiI/eXmaVPZzdj5n3RxkC6dJHCm0jTJoF9noEBXQJSqhMqLoAT2hF/RqPBrPxpvxPm6dMZKZLfQLxsc3tjSa+w==</latexit>

L = LData + LEOM

QCD Equation of State  
(Speed of Sound)

“Black hole thermodynamics”

“we give horizon constraints”

Optical Conductivity T-linear Resistivity

“Two-point functions”

“we give horizon constraints”

Einstein’s equations,
Maxwell’ equations,
Dilaton equations



Results
Mostly, we haven’t found anything new yet, but the consistency with  
standard holography results, and some interesting observations.

“By human learning (trial-error)”

I. QCD Equation of State  
(Speed of Sound)

Lattice data



Results

“By human learning (trial-error)”

QCD Equation of State  
(Speed of Sound)

Mostly, we haven’t found anything new yet, but the consistency with  
standard holography results, and some interesting observations.

Lattice data



Results

II. Optical Conductivity

“Linear-axion model”: the effective toy model

6 1

Mostly, we haven’t found anything new yet, but the consistency with  
standard holography results, and some interesting observations.

Holographic 
Optical Conductivity



Results

“Linear-axion model”: the effective toy model

6 1

Dots = True Solutions

Lines = PINNs

“Emblackening Factor”

Mostly, we haven’t found anything new yet, but the consistency with  
standard holography results, and some interesting observations.

Holographic 
Optical Conductivity

II. Optical Conductivity



Results
6 1

“Heavy Fermion Metals”

<latexit sha1_base64="SBsxOg5G+9z5FOO4QB9Ka3UKcpY=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0hKi/UgFL14rGA/oAlls920SzebsLsRSujf8OJBEa/+GW/+G5M0iFofDDzem2FmnhdxprRlfRqltfWNza3ydmVnd2//oHp41FNhLAntkpCHcuBhRTkTtKuZ5nQQSYoDj9O+N7vJ/P4DlYqF4l7PI+oGeCKYzwjWqeQ4HtX4yjIbrXpzVK1ZppUDrRK7IDUo0BlVP5xxSOKACk04VmpoW5F2Eyw1I5wuKk6saITJDE/oMKUCB1S5SX7zAp2lyhj5oUxLaJSrPycSHCg1D7y0M8B6qv56mfifN4y133ITJqJYU0GWi/yYIx2iLAA0ZpISzecpwUSy9FZEplhiotOYKnkIlxma3y+vkl7dtJumddeota+LOMpwAqdwDjZcQBtuoQNdIBDBIzzDixEbT8ar8bZsLRnFzDH8gvH+BRuKkI0=</latexit>

� = 0.4825

Linear-axion 
model with

Mostly, we haven’t found anything new yet, but the consistency with  
standard holography results, and some interesting observations.

II. Optical Conductivity



Results

III. T-linear Resistivity

“Gubser-Rocha model”

1) Top-down string theory models

2) It allows the analytic background solutions

3) It shows T-linear resistivity and linear specific heat

(as in cuprate strange metals)

Mostly, we haven’t found anything new yet, but the consistency with  
standard holography results, and some interesting observations.



Results
Holographic		
CMT,	QCD

Mostly, we haven’t found something new yet, but consistency with  
the standard holography results, and interesting observations.

“Gubser-Rocha model”

Training



Results

Training

Gubser-Rocha model

Mostly, we haven’t found anything new yet, but the consistency with  
standard holography results, and some interesting observations.
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Results
Mostly, we haven’t found anything new yet, but the consistency with  
standard holography results, and some interesting observations.

Consistent with the  
IR Geometry Analysis



AdS/QI



Setup

=

Action

Bulk 
Fields

DNNs

We do not need the action

“General homogenous (isotropic) metric”

“Coordinate  
transformation”

Bulk	ReconstrucDon
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Holographic Entanglement Entropy

Entanglement entropy in the boundary theory can be computed from 
the extremal surface in the higher dimensional gravity theory



Holographic Entanglement Entropy

Entanglement entropy in the boundary theory can be computed from 
the extremal surface in the higher dimensional gravity theory

“Induced metric at time slice”

“Finding the ext. area by 
Euler-Langrangian method”



Loss 
Function

Technical Reason 
(Must satisfy by construction)



Bulk Reconstruction
(Without Machine Learning)

Handbook of 
integral eqns

InputOutput

For the simple 
metric

We do not need ML to reconstruct the bulk from EE when metric is simple



Bulk Reconstruction
(Example)

“Linear-axion model”: the effective toy model

Given holographic 
entanglement entropy

Bulk reconstruction 
without machine learning



Bulk Reconstruction
(Limitation)

For the generic metric, ML becomes very powerful (necessary) for reconstruction

(This is very very common situation in holography)

InputOutput
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S(z⇤)Same  
Information

“Unless h(z) is provided, this method cannot 
fully reconstruct the metric”

(See details in our paper)

Single information

But, two outputs



Bulk Reconstruction
(Machine Learning Example I) “Linear-axion model”: the effective toy model

Given holographic 
entanglement entropy

Bulk reconstruction 
with machine learning

Dots = True Solutions

Lines = PINNs



Bulk Reconstruction
(Machine Learning Example II)

Given holographic 
entanglement entropy

Bulk reconstruction 
with machine learning

“Gubser-Rocha model”

Dots = True Solutions

Lines = PINNs



Bulk Reconstruction
(Machine Learning Example III)

Given holographic 
entanglement entropy

Bulk reconstruction 
with machine learning

“Holographic Superconductor”

Dots = True Solutions

Lines = PINNs



Bulk Reconstruction
(Machine Learning Example IV) “AdS_3 metric” “(1+1) dimensional system”

Dual

Given non-holographic 
entanglement entropy

Bulk reconstruction 
with machine learning

??

Similar to CFT_2 result  
(so, similar to BTZ as well?)



Bulk Reconstruction
(Machine Learning Example IV)

Given non-holographic 
entanglement entropy

Bulk reconstruction 
with machine learning

??

BTZ

BTZ

TB chainTB chain

The emergent bulk spacetime is not similar to BTZ geometries, instead.. 

“Gubser-Rocha model”

Gubser-Rocha type.. the similarity is due to the metallic property??



Conclusion



Bulk Reconstruction

Quantum Gravity

New Prediction

Strongly Coupled Physics

Modeling Realistic Systems

GRAVITY

System/Model
(Unknown)

Observables
(Exp. accessible)

QUANTUM

PINNs, Neural ODEs

Holography

Neural networks are simply flexible functions fit to data

AdS/QCD AdS/CMT AdS/QI

Universal Approximation Theorem



Holo…

Potential implications  
are far-reaching !!!
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